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MODELES DE HASARDS

uand passent les cigognes...

La régle de saint Benoit, qui a annoncé le « Prélude aux systemesy» du

~ Tome du Levant, est remise a [’ordre du jour, si [’on peut dire, dans « La

Dynamique libre et les modeéles du temps ». Elle y montre, et c’est un facteur déter-

minant de la civilisation occidentale, que I’on doit réguler sa vie, en rythmer inexo-

rablement le tempo, et limiter les actes a ce que commande la Régle bénédictine, ne
laissant la place ni aux hasards, ni aux tentations que permet le désordre.

Mais la profession de moine, comme tant d’autres aussi ambitieuses, se féeminise;
certains comportements en deviennent quelques fois variables, volatiles, imprévi-
sibles. Intuition féminine, inconstance primesautiere des blondes?... Ou histoire des
Sociétés ou les hommes ont tenu les commandes et imposé les régles, alors que les
femmes en ont si souvent subi les dysfonctionnements, les folies égoistes et les males
caprices des Chefs ?... Aussi, quand elles prennent en mains les rénes, elles en font
des noeuds serrés pour bien ficeler le processus de leur destin. Et voila donc que se
développent les couvents, les Sceurs Bénédictines, aussi peu hasardeuses et tenta-
trices que leurs mdles correspondants, mais tombées encore vivantes entre les
mains de Dieu. Elles sont la, en communauté, comme il se doit, dans leur couvent au
Jjardin carré prés de la Meuse.

Puis est paru le merveilleux film soviétique « Quand passent les cigognesy; elles
portent, accroché a leur long bec, un petit sac blanc contenant un bébé qui poussera
dans les choux, la ou elles le ldcheront sur le sol. L’autre jour, on voyait deux
petites cigognes qui se marraient, elles crevaient de rire a se fendre la poire d’une
oreille a I'autre: comme des avions en attente d atterrir, elles avaient tourné au-
dessus du jardin du couvent des Bénédictines. Et voila les bonnes sceurs levant au
ciel des yeux effarés; leur ceeur se mit a battre, l'inquiétude les prit — sur laquelle ¢ca
va tomber ? Et tandis que planaient les cigognes, sur leur foi et sa certitude il se mit
a planer un doute : est-ce par hasard...?

On en vient alors a la question célebre du Doyen de la faculté de Droit: « Comment
plane un doute? » Et sa réponse: « Pour le savoir, il faudrait d’abord pouvoir défi-
nir le doute avec certitude! A cette fin, il faut regarder son ombre — car cela ne fait
pas l'ombre d’un doute». Mais attention, ma soeur: toutes ces ombres de doutes
peuvent vous faire sombrer dans les ténébres...

12/12/12






MODELES DE HASARDS

Sommaire
1 Lesdomainesdeshasards ............. ... ... . . . . i, 5
L.l CING @SPACES v oot e ettt e et e e e e e e e 5
1.2 Explorations spatiales . ............... ittt 6
1.3 Lesmondes transcendants .....................iiiiiiiiinrn... 7
1.4 Lesmondesde 'Univers ...............oiuiniriinininenennnnon. 8
2 Lesvisions des mondes . .............iiiii i 10
2.1 LesdeuX VEISIONS . ... vttt ettt e e e e 10
2.2 Interface mythes-univers .. ..............iuiniitnreneninennen .. 11
2.3 L’exploration par les investigateurs .................c.oueueune.... 12
3 Lessourcesdeshasards ............ ... ..., 17
3.1 Stupeur et ébranlements COSMIQUES . ... .......vverinenrnnennnn... 17
32 Capricesdelanature . ......... ... .. 18
3.3 Lesfacteursnaturels ......... ... .. ... it 19
3.4 Leshasards de Mandelbrot .. .......... .. .. .. .. .. . . ... 20
3.5 Lesaléasde lartificiel .......... ... ... . . . 21
4 Lesvoiesduhasard .......... ... .. . . . . .. 22
4.1 Lesagentsdel’aléatoire ............ .. ...t iiiiininan.n. 22
42 Lesoutputsduhasard ........... .. ... ... . ... 24
4.3 Lesensembles d’éventualités ............ ... .. ... ... . ..., 24
5 Lavoie StatiStiqUe . . . o\ vt ettt e e 27
5.1 L’investigation statiStique . . ... ... oottt 27
5.2 Les fonctions de distribution de fréquences ........................ 28
5.3 Les fonctions de répartition de fréquences ......................... 29
5.4 Lesdescriptions parintervalles . . ......... ... ... ... .. ... 30
5.5 Ladensitéde fréquence .......... ... i 31
5.6 La fonction de densité de fréquence (ou densité "discreéte") .. .......... 33
6 Le potentiel et ses desCripteurs . .. ......o ittt 34
6.1 Lesheureux €vénements . ... .. .......ouuriuiintnen .. 34
6.2 Des mesures de "champ d’incertitude"? . .......... ... ... ... ... 36

12/12/12



M-4 Modgéles de hasards

6.3 Lapossibilité ........ .. ... 39
6.4 Unemesure de nécessite .. ... ...ttt 43
6.5 Incertitude et diSpersion . ............... it 44
6.6 L’apport mutuel des mesures d’incertitude . ........................ 48
6.7 Variable aléatoire ............. . .. ... 48
6.8 Les fonctions @ENeratriCes .. .......ovvt vttt 50
6.9 Lesprocessus al€atoires . ..............iiiitiiiitii. 52
7 Lescontrefacons .. ... ... . 53
7.1 Llaléasynthétique ....... ... ... i 53
7.2 Les concentrations . . ... .......uuuent et 54
7.3 LeS CONVEIZENCES . . oottt ettt et ettt et et et e 58
8 Les compositions aléatoires . ............... it 64
8.1 Variables conjointes . ..............ititiiti i 64
8.2  Une différence de deux variables aléatoires ........................ 66
8.3 Distribution d’un produit et d’unrapport ............. ... ... . ...... 67
9 Lamaitriseduhasard ........ ... ... .. . . . . . . 75
9.1 Sefierauhasard? ......... .. .. .. 75
9.2 Les voies du hasard et leurs commandes . . . ........................ 77

©cDB



1.1

Les domaines des hasards

Les domaines des hasards

Cinq espaces

Le «Prélude aux systémes» a averti les touristes et les aventuriers de la culture que la pro-
menade au cours de laquelle il leur est loisible d’entendre ces exposés se situe dans une
interface, un éther de I’intermédiaire, entre le monde de la pensée et les mondes réels ou
s’énervent les Ensembles d’Activités Humaines — les "EAH". Profitant de la liberté
qu’offrent ces espaces non-bornés, on peut a présent errer dans les terrains vagues de
I’esprit, ceux de I’incertain, des possibles et de I’aléatoire.

Chez les Lecteurs, la marche est plus lente que la pensée; aussi, lorsqu’ils font de longs
trajets monotones, ils laissent leur esprit prendre quelque distance par rapport au réel, au
terre-a-terre qui est sur le chemin devant soi. Comme le Bateau Ivre d’ Arthur RIMBAUD,
qui a quitté son canal pour déboucher sur I’océan, les Lecteurs ne se sentent plus guidés
par les réves des Classiques et de leurs "textbooks" ; leur esprit peut alors s’ouvrir comme
un vaste portique.

C’estpar ce portique que, sans attaches académiques ni sciences pour les justifier, on pré-
sentera ici quelques aspects des hasards en hallucinant I’audience devant cinq espaces:

 {V¥} Le Transcendant: Formédesmythes,del’imaginaire,du"psychocosme";

« {U} L’Univers: Formé des mondes existants;
* {T} Le Temporel: Le temps aurait son propre espace; il aura une "dimen-
sion" lorsqu’il sera appliqué sur I’espace métrique;
« {Q} L’Eventuel: Formé de toutes les éventualités, les "possibles";
+ {R} Les Réalisations:  Descriptions du réel, ou les issues ont lieu, formé de:
. I’espace {S} des descriptions ensemblistes (dit "Sample Space");
. I’espace { X} desdescriptionsmétriques,sous-tendupardesunités,desdimen-

sions, des mesures, des valeurs. La "dimension" du temps (qui conduira a le
porter sur un axe) est I’application métrique {t} de I’espace temporel.

Comme un peu de systémique fait du bien, I’exposé va s’organiser de la fagon suivante:

» Lesespaces serontd’abord disposés selon un design commode pour la suite, tout sim-
plement de haut en bas sur la Figure 1, laquelle sera développée ensuite;

* Lesespacesserontpartagésenensemblesetenspécifiantquelques éléments quien font
partie : les domaines des hasards;

* Des premicres relations entre ces ensembles seront exprimées; certaines seront des
applications d’éléments d’un espace sur un autre;

* Puis viendront les processus, les fonctions et les mesures "officielles" qui les
concernent, et des formules comme on en trouve dans les livres des facultés.

Il n’y a bien sir pas de grande invention, sinon un peu de fantasmagorie — le hasard en
inspire de toutes natures — et une présentation qui jouera une Ouverture de musique
romantique et puis quelques airs folkloriques servant d’entractes entre les classiques.
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1.2

1.2.1

Figure 1. Espaces

V) { Transcendant }

U} { Univers }

{t} Temporel

1Q} { Eventuel }
{S} : Ensembles  pearications, ieéf;?sue }

{R} {X} : Métrique Descriptions et

Explorations spatiales

Les mondes visités

Les espaces proposés a la Figure 1 sont a présent développés ("unfolded" en anglais)
pour y faire apparaitre des mondes fascinants, les domaines ou sont engendrés et ou se
produisent les effets des hasards.

* L’espacetranscendantesthanté pardesmythes,del’imaginaire,desreligions,deshabi-
tant de I’Olympe et ses pavillons de banlieue. Il sera dans un instant exploré par des
visions métaphysiques;

* Dans I’espace dit "Univers", on distingue (en y regardant de tout pres):

* le Cosmos,

» la Nature,

* I’Homme et ses Ensembles d’Activités Humaines (les "EAH");
* Les recouvrements, les domaines communs aux précédents.

* L’Eventuelestformédeséventualités; c’esttoutce quipourraitavoirlieu, maisdansun
ensemble donné (un théme, une situation, une problématique) simulé par 1’esprit
(sinon c’est tout et n’importe quoi);

* Les phénomenes du hasard, les possibles qu’ils engendrent, flottent dans un espace
temporel;

» Lesissues des hasards, ses "retombées", ce qui arrive lorsque des possibles se mani-
festent, se situent ici dans I’espace des Réalisations. Celui-ci est spécifié par ses des-
cripteurs, déja présents sur la Figure 1.



1.3

Les domaines des hasards

L’investigation,]’ensembledesprocessusmentaux parlesquelslesaintespritvoyage dans
ces espaces, en recueille ’information, et en fait des représentations des mondes pos-
sibles, donc produit de la connaissance.

Ces développements, commentés par la suite, sont représentés a la Figure 2.

Figure 2. Espaces en voie de développement

Credx Mythes, S
METAPHYSIQUE Imaginaire, %Qe@
S
{ Y } Spiritocosme? A\
TENEBRES
Macrocosme {Nature} &
{u} Mésocosme {Homme} {Cosmos} o
Microcosme ct {EAH}
N
¢
* sk
. . ¥ ¥ e x * A\
{ Q} Dit aussi : o . } :* * ;* R x Eventualités ® , 6(\“)6
"univers aléatoire" * % . ¥ 2
Réalisations: {S} W:EA W:€B
descriptions 1 J ,bx\o‘\
{R} ensemblistes Q&%\\%
Réalisations, X _ ng/N=fg Xe B
descriptions { } nA/N=f, x=3 Borehens T
numériques ertnps
métrique

Les mondes transcendants

Les Anciens étaient victimes de forces supérieures inconnues, alors que les Nouveaux
(nous-vous autres), sommes victimes de forces et de pouvoirs que nous connaissons, car
ils sont des émanations maléfiques de peu confraternelles Sociétés Humaines.

Ces Anciensavaientdéjadistingué plusieursmondes, bienqu’ilsn’en comprissentaucun.
Le premier est situé sur les hauteurs, dans les cieux (il y a plusieurs ciels ?), sur le Mont
Olympe ou, en tout cas, dans des logements dignes des Etres Suprémes — qui squattent
peut-&tre aussi le cceur des hommes, s’ils veulent bien se donner la peine d’y aller voir.
C’est de 1a que soufflent des phénomenes qui dominent les humains, et dont ceux-ci se
déclarent souvent victimes.

Ce monde-la ne se maitrisant pas d’ici-bas, on ne peut que tenter de 1’"amadouer"; des
suggestions sont faites a cette fin dans la section 8, qui concerne "la maitrise du hasard".
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Alorsquel’allégorieestlapersonnificationd’uneidéeabstraite Jamythologiepersonnifiedes
pouvoirs, des forces, des phénoménes et des comportements que I’homme ne contrdle
pas; elle leur fait jouer un role interactif, ce role étant une cause ou une interférence dans
les affaires courantes de I’Univers. Il se pose donc depuis toujours un probléme de "ges-
tion du hasard" qu’on ne peut écarter lorsqu’ils s’agit des visions et stratégies de 1’esprit
humain, capable de simuler.

Comme c’est un monde de mythes (des fables, des récits), de mysticisme (relation avec
une divinité), de "transcendant" et de métaphysique, il est désigné par ¥ comme Jupiter,
I’Olympe et d’autres Chefs de droit divin, sans vexer personne. Noter que les mythes
sont plus difficiles a maintenir qu’autrefois, car a présent ils doivent affronter la science.

Cette trinité est bien encadrée, comme il se doit, entre les cieux et I’ Autre Monde, celui de
’au-dela, en général situé en bas — plus précisément, en-dessous, chez les Celtes et les
Grecs en tout cas — et que 1’on dit "dans les ténebres", manifestement parce qu’on n’y
voit pas clair. Ces domaines sont aussi placés sur la Figure 2, a partir de laquelle on
pourra raconter quelques histoires aléatoires.

1.4 Les mondes de I’Univers

1.4.1  Les grands ensembles

Cet Univers sera ici partagé entre les mondes du Cosmos, de la Nature, de ’Homme (et
ses Ensembles d’Activités Humaines, les EAH), et certains de leurs "recouvrements".

La distinction entre les différents "systémes du hasard", et surtout les facons de les analy-
ser et de les exprimer, demande aussi la distinction entre trois ordres de grandeur de
I’univers, oules phénomenes ne différent pas seulement par leur dimension, mais peuvent
étre qualitativement différents. IIs sont cités dans I’exposé « La Dynamique libre et les
modeles du temps» comme le macrocosme, le microcosme, et le mésocosme:

* Lemacrocosmeetlemicrocosmesontlesdomainesqui,selonlecritéreprincipal deleur
taille extréme et des limites des instruments, ne permettent pas 1I’observation directe;;

* Ladimensiondumésocosme("moyen,intermédiaire")estqu’onpeutpercevoir,décrire
etobserver, partiellementen toutcas, avec des moyens existants et sans devoiry substi-
tuer des voies abstraites ou hypothétiques; son degré d’observabilité en impliquera
donc le contenu en information. En ayant I’esprit large, on peut proposer qu’il vade la
molécule au systéme solaire, mais bien entendu la technologie, et les connaissances
des observateurs, en déplacent constamment les bornes.

Pour faire des bulles bien nettes sur les bandes dessinées aux Figures 2 et suivantes, on
fera ici le partage annoncé en 1.2:

¢ Le Cosmos;

* I’Homme (et sa population, ses sociétés, ses EAH);

» La Nature;

* Les recouvrements, les domaines communs aux précédents.
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1.4.2

1.43

1.44

1.4.5

Les domaines des hasards

Le Cosmos

Lecosmos,surtoutlemacrocosme, estrestélongtempsledomaineprivilégiédelaphysique
déterministe ;lemotgrec"cosmos'signified’ailleursl’universordonné,celuidesstoiciens.
I1s’opposeauchaos, quiestla"masse confuse des éléments dans1’espace". De réputation,
celui-ci aurait précédé le cosmos, et c’est un des mythes dont on a parlé en arrivant qui se
serait chargé du passage de 1’un a I’autre, donc de la création de mondes dits ordonnés.

Des versions plus récentes et positivistes ont montré cependant que le chaos et 1’ordre
pouvaient étre engendrés I’un par 1’autre. De plus, a présent, ce déterminisme-1a se réduit
seulementaune propriété valable seulement dans des cas-limites, ceux qui correspondent
précisément aux systeémes dynamiques stables.

La Nature

Ce qui est désigné par la Nature sur la Figure 2 est tout le monde qui nous entoure, que
ce soient des entités, phénomenes, processus ou relations qui existent sans avoir été syn-
thétisés, rendus artificiels par I’homme; a la limite, la Nature pourrait donc se passer de
celui-ci, et il n’est d’ailleurs pas str qu’elle s’en porterait plus mal.

Dans le microcosme, le non-déterministe, le chaotique, était longtemps considéré comme
relevant de I’imprécision, de I’ignorance: I’incertitude était dans le chef de I’analyste, de
I’observateur et de ses instruments, et non dans I’objet de I’analyse. On propose plus
récemment qu’au contraire 1’incertitude, le chaotique et les bifurcations imprévisibles
dans de nombreuses orientations improbables sont le fait de structures en instabilité
dynamique et des lors, comme 1’a suggéré BOLTZMANN, la "fleche du temps" ne peut
s’orienter que de facon probabiliste. Dans ce domaine, une des phrases-clefs (due a Ilya
PRIGOGINE) est « Au plus loin de I’équilibre [ de la stabilité dynamique], au plus grande
est la multiplicité des états possibles.

Mais alors, si le systéme devient chaotique et probabiliste, il peut étre amené a oublier
son état initial, c¢’est-a-dire que son équation de dynamique des états ne peut inverser la
fleche du temps, et donc admettre la réversibilité.

L’Homme

Etsa femme, ont des comportements autonomes et imprévisibles. Sont peu systémiques.

Les recouvrements

a L’astrologie

L’astrologieétablitdes connexionsentrele cosmosdanssapartiemésocosme, c’est-a-dire
les constellations, lanature et certaines des affaires des hommes. Etablissant des relations
entre la prédestination, le destin et les hasards de la vie, elle est particulieérement perti-
nente pour I’usage de la systémique en gestion, pour la stratégie et les grandes options de
la politique.

M-9
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b Le naturel

Le recouvrement du naturel et du domaine de I’Homme concerne:

* Ce qui lui est "naturel", au sens de inn¢, non superposé par I’activité et la société
humaine; on y mettrait aussi I’organicisme, la génétique, bien que ces domaines-la
soient aussi progressivement pris en mains par ’artificiel;

» L’ensemble des états et phénomenes autonomes, situés dans la nature, que ’homme
tente de découvrir et d’élucidern mais qu’il n’y établit pas. Du point de vue du hasard,
ony parlera d’"états de la nature", expression qui désignera ensuite les circonstances
aléatoires en statistique dite "décisionnnelle".

¢ L’artificiel

L’artificiel tente de maitriser, remplacer, reproduire par synthése certains aspects de la
nature en relation avec I’homme. Ce domaine est un gros client de 1’é¢tude des hasards,
précisément parce que c¢’est un contexte que I’on vise a maitriser et prédire, et méme que
1’on fabrique dans ce but. Comme il se situe dans le mésocosme, ce sera aussi le domaine
des expériences et de la recherche de lois et de prédictions qui y sont associées.

La Figure 3 présente ces meilleurs des mondes.

Figure 3. Les grands mondes des hasards

CIEUX MYTHES
Astrologie
U
{HOMME} { NATUREL } {Macrocosme} :1
et {EAH} {NATURE} ~ {Mésocosme} {Cosmos} v
{ ARTIFICIEL } {Microcosme} e
T
TENEBRES s
2 Les visions des mondes
2.1 Les deux versions

Le hasard des mondes a deux versions, I’ancienne et la nouvelle:

* L’ancienne version suppose I’existence du monde mythique, et des lors des relations
et influences avec 1’univers, par exemple la providence, la fatalité, et les caprices des
dieux: quelques cas notoires seront repris ci-apres dans les "relations mondaines" ;
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* La nouvelle version fait fi des mythes ou, en tout cas, il les remplace par d’autres
moins hallucinatoires et mieux formulés. En simplifié (oh combien!), elle avance que
les hasards sont engendrés par les phénomenes inhérents aux mondes de I’univers; ils
sontémergentsaulieud’étredesbourrasquesissuesdel’éthercéleste quienbalaientles
lois et en disloquent les régles patiemment élaborées.

Cettevisiondeschosessitueleshasardsparexempledanslesfacteursd’ondeetlespertur-
bationsdumacrocosme,lesinnombrablesétatspossiblesdanslemicrocosme,lesfantaisies
delanature,lesvariétésdesorganismes,lescomportementsimprévisiblesdeshommes,et
enfin les facteurs de complexité des Ensembles d’Activités Humaines.

Interface mythes-univers

La Figure 4 ose a présent quelques-unes des relations mondaines spéculatives entre les
mondes représentés sur la Figure 3. L’idée est de situer des histoires typiques, parmi la
panoplie que présentent les histoires que se racontent les hommes au coin du feu et ce,
depuis les brasiers des cavernes jusqu’aux holocaustes nucléaires.

La these représentée ici (correspondant a I’"ancienne version" ci-dessus) est que des
hasards sont des caprices de relations entre le monde des mythes et ceux de I’Univers que
ces mythes influencent. Ainsi, les cieux envoient des messagers pour transformer le
Monde, des ZEUS frappent des coups de tonnerre ou bon leur semble, NEPTUNE leéve
une tempéte, VULCAIN forge une vengeance, on se permet d’enlever des petites femmes
d’ici-bas pour les emmener au septiéme ciel, on transforme le Chaos en Cosmos, on écrit
de la-haut le destin des hommes dans les astres, le tout orchestré par un formidable « Dies
Irae Dies Illay, c¢’est-a-dire les coleres divines dont I’Univers tremble encore et qui
engendrent des séismes au tréfonds des ames.

Figure 4. Interface mythes-univers

-

CIEUX A logés a;l;s\ >
gesp ~ MYTHES A — — qui se mélent
. . - »- -~ \de
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! Providenge 4 .
nee, , prennent des transformaient le N
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N : { NATUREL } ™ ) ] P
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{HOMME} organique {Mésocosme} v
ET {EAH €
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2.3.1

Cesrelationsdemandentdesinterfacespourlesentretenir: dessacrificesincantatoires, des
invocations de saintes personnes qui intercédent, sont censées influencer ces hasards
venus d’en-haut. Ces essais sont évoqués dans la section 8, « La maitrise des hasards»,
située en fin de parcours pour ne pas troubler les esprits, ou biaiser les statistiques des
malheurs.

Etle fin, le subtil, le raffiné probabiliste doit vivre en paix dans tout cela. Mais voici bien-
tot ses formules magiques, ses relations incantatoires qui font peu-a-peu donner a notre
monde a la fois le hasard, la liberté et la... probabilité.

I1 est temps que les hommes découvrent les hasards et cessent de croire qu’ils ont tout
réglé, tout engendré par des lois qui le prédestinent si bien qu’il devient, devant ses saints
préposés, un bureau de réclamation pour ceux dont le sort est défavorable. C’est vrai
qu’il y a des tas de gens peu gatés par le destin, et il y en a méme fort peu qui sont nantis.
Dans cette humanité défavorisée, tant d’entre eux sont dirigés par des pouvoirs cupides
et orgueilleux qu’il vaudrait mieux qu’ils soient portés par les courants aléatoires, méme
entre des récifs, que pilotés par des pillards avides de butin et de captives non-bénévoles.

L’exploration par les investigateurs

Les fonctions de I’investigation

L’exposésur«L’Investigation»apprendquec’estunefonctiondeproductionvolontairede
connaissance, exercée pour I’¢élucidation d’une problématique. Il cite diverses approches
de la connaissance, dont les Grecs anciens (donc toujours pas les nouveaux?) en distin-
guaient les formes suivantes:

* L’epistémé, le savoir abstrait a vocation générale;

» La techné, le savoir abstrait a vocation pratique;

» Lametis, connaissance "rusée, tacite et furtive", disons obtenue par le renseignement;;
» La phronesis, sagesse pratique et sociale.

Comme il s’agit pour ’instant d’explorer quelques imageries, on restera prudemment
dansunvagueepistémeé, laissantal’exposéspécialisé—oumieux,ades gensbienpayés—le
soin de faire des apports utiles. Il s’agit donc de visions naives de ’univers en tant
qu’objet sur lequel I’esprit humain — par ses processus et ses fonctions — peut faire des
observations ou des hypothéses dont la vraisemblance est suffisante pour se préter a
I’analyse Leprocessusenquestiorexploitedesfonctionsdd’esprif jugementintuitionpercep-
tion, émotion, rationalisation, selon JUNG et SINGER).

Cette distinction entre ’univers ("objet") et I’esprit humain ("sujet") qui en est le témoin,
juge, concepteur et interprete permettra de séparer le monde réel de celui de son investi-
gation, I’interface étant la systémique, comme il a été si élégamment exposé dans «La
Gengese des systemes» du Tome du Levant.

Ainsion forme une trinité : Mythes, Univers et leur saint Esprit qui en est 1’ investigation.
La Figure 5 montre une réunion de cette trinité, assise comme pour la Céne a la table de
la systémique.



232

Les visions des mondes

Un partitionnement des fonctions y est proposé (ce que ne font pas JUNG et SINGER),
distinguant:

* Lesfonctionsdeperception,impliquantlasensation,lasensibilité,dontlessenseursfor-
ment des signaux transférés aux processus;

* Les fonctions de discrimination, conduisant a 1’évaluation et a la comparaison;

* Les fonctions mentales comme penser, simuler. Une proposition est que les hasards
seraient formés de 1’ensemble des éventualités forgées par la fonction de penser, ¢’ est-
a-dire les simulations de potentialités, qu’elles soient réalisables ou imaginaires.

Figure 5. L’investigateur

MYTHES
Nature U
Homme e Etats possibles ?
Fonctions de perception et EAH p i v
des mondes réels
SENSATION, e
SENSIBILITE, r
INTUITION, s
— — — Séparation
"systémique"
Fonctions de I’esprit "Issues, signaux"
DISCRIMINATION — RATIONALISATION
INVESTIGATION T pews Invg.
(processus) COMPARAISON, Z >
EVALUATION SIMULATION,

Grands esprits

Onamisdanslecosmiquelemacrocosmeetlemicrocosme,ensachantbienquechacund’eux

"rétrécit" en faveur du mésocosme, puisque le domaine de 1I’univers observable par
I’homme et ses instruments devient relativement de plus en plus couvrant. L’histoire des
modeles déterministes dans le monde cosmique est un des grands, peut-étre le plus
grand, processus de I’histoire de la science, avec pour leaders 1’astrologie et ses dérivés,
mais avec des sous-produits intéressants, dont la physique, lamécanique céleste, larelati-
vité, le modele quantique — et on en passe, mais pas de meilleurs!

Au point ou ils en sont, ces savants-la, on ne va pas les exhumer ici et les trahir, ou
essayer de les rattraper dans leurs élucubrations ; on va seulement reconnaitre que ce sont
les premiers grands "systémes", de pensée, de philosophie et de propositions connectées
et ordonnées.

Ainsi en est-il de ce gentleman égyptien, décédé depuis longtemps dans les crues du Nil
quine I’apas cru, qui a fondé la thermodynamique en proposant que le soleil se chauffait
en frottant sur la votte céleste, ce qui n’est pas si béte a une époque ou la majeure partie
de I’humanité grelottait dans des huttes et des cavernes.
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Un point intéressant est que, chez les peuples qui ont initié les théses et les observations
"scientifiques" en Occident, les propositions relatives au hasard ne sont pas antérieures a
celles qui recherchent des régles ou des lois et ce, peut-Etre parce que I’inexplicable et le
fortuit étaient déja 1a, étaient le probléme posé par la vie quotidienne. Un exemple en est
I’opposition DEMOCRITE-CARNEADES, laquelle est située bien apres le "systéme" astro-
nomique trés régulier de PTOLEMEE.

Les maitres d’ames

CARNEADES est un Grec ancien (pas un nouveau, sinon on n’en parlerait pas), connu
vers les vertes années de -150 avant J.C. comme brillant orateur — ce qui est normal,
puisque c’est en causant si bien que les Grecs ont fait avancer tant de choses. De réputa-
tion, ce bel Héllene serait le fondateur du probabilisme, doctrine didactique de la morale
par laquelle on peut suivre I’opinion la moins stire, sinéanmoins elle est probable — voila
donc un ancétre de lathéorie des possibilités, dontune imagerie est proposée a la Figure 6.

Figure 6. L’investigateur de Carneades
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Cet investigateur de CARNEADES est talonné de prés par celui de SHACKLE (1960) et
POPPER (1959, dans L’universirrésolu, Hermann, Paris, 1984), montrant2 150 ans de pro-
gres sur le méme theme. Les images faites ici, avec leurs philacteres, ne sont bien stir que
des extraits de bandes dessinées (ici la Figure 7), qui n’impliquent pas les grands auteurs
cités, décédés dans la Sous-France sans avoir pu s’en défendre.

La portée de cette confrontation est d’avoir induit une (seule?) certitude chez le présent
auteur :iln’yadansnotremondeaucunévénement,phénomeneoucomportementquin’aitqu’un
seul facteur quil’aitengendré. Rien, nimaladie, ni guerre, nichromosomen’estisolé, sans
interaction, rien n’est déterminé par une cause unique. Cette vision des choses, par la
multiplicitédespossiblesqu’elleengendre, réconcilieles processus générateurs organisés
et les aléas qui y sont associés.
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Figure 7. L’investigateur de Schackle et Popper
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Par provocation, on peut y opposer comme annoncé le paradigme mécaniciste de DEMO-
CRITE, lequel utilise son "esprit" (c’est lui qui le dit) pour en proposer des lois concernant
I’évolution. Les engrenages de la Figure 8 sont toutefois un peu anachroniques...

Figure 8. L’imagerie mécaniciste de Démocrite
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2.3.4  Le Destin et la destinée

Par confrontation avec I’évolution mécaniciste, gérée par des lois, et un destin offert par
Monsieur DEMOCRITE, on peut présenter 1’aspect téléologique proposé par ARISTOTE.
Celui-ciimplique une certaine finalité, quin’est pashasardeuse mais quin’estpasnonplus
définieparlemonderéel, physique.Elleestissued unecertaineméta-physiquequilecoiffe
et prend le relais des "mythes" un peu trop naifs pour le grand homme. Le "télos"
implique un but qui est, pour les sous-ensemble du monde réel et leurs agents, d’accom-
plir leur destinée; c’est la motivation en ce sens qui menerait leur évolution.
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Figure 9. T¢léologie et Destinée d’ Aristote
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2.3.5  Un stratege

Certains penseurs plus récents, a peine décédés, comme SINGER, présentent non pas un
paradigme spécifique de relation avec les mondes incertains, mais un paradigme "englo-
bant", appelé stratégie. Celle-ci implique une capacité de choix entre différentes fagons
d’appréhender ce qui est mal connu, dont aux premiéres loges les versions mécaniciste,
probabiliste ou téléologique qui viennent d’€tre mentionnées. SINGER montre donc un
aspectdelasystémiquequin’imposepas"la" voied’investigation, mais laissechoisircelle
qui est, aux yeux de I’investigateur, la plus cohérente avec celle de sa "vision du monde",
la fameuse "Weltanschauung" de la philosophie allemande.

Cette "fagon de voir" de SINGER est sur la planche 10 de cette bande dessinée.

Figure 10. La "stratégie" d’investigation de Singer
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Les sources des hasards

Stupeur et ébranlements cosmiques

I1 reléve de CARNEADES que "tout est hasard"; mais selon ce gars-1a, cela n’est pas dii a
une totale aberration des comportements de la nature: ¢’est parce que I’esprit humain ne
peut parvenir qu’a des propositions probables, et pas a des certitudes. Amusant: c’est le
gros probléme de la théorie quantique de notre époque, 2000 ans apres, ce qui conduit
Albert EINSTEIN, pensant que le monde est "intelligible", et toujours mal a I’aise devant
les aspects probabilistes de la théorie quantique qu’il a néanmoins fondée par ses propo-
sitions sur les quanta (d’énergie), a écrire:

«Tu crois au dieu qui joue aux dés, et moi a la seule valeur des lois».
EINSTEIN et BORN, Correspondance 1916-1955, Paris, Seuil, 1972, p.165.

Voiladonc qu’ensciences physiques bien des constructions déterministes, dontla"méca-
nique" céleste de NEWTON et autres abatteurs de mythologies, ont été prises a partie par
dunon-déterminisme. Parmi les propositions les plus célebres (et leurs auteurs-clés) quiy
ont joué un réle on peut citer:

* Leprinciped’incertitude deHEISENBERG, impliquantlanon-neutralitédel’objetrelati-
vement a son observation;

» Lesaspectsstatistiques des états delamatiere (avec BOLTZMANN). Cetaspectestexpli-
qué gentiment dans I’exposé « L’ Information et sa thermodynamique », qui passionne
les visiteurs de ce Tome Nord;

» Les aspects probabilistes de la mécanique quantique (N. BOHR, L. DE BROGLIE);
* Les théories du chaos, des fractals (B. MANDELBROT);

* Les discontinuités dites catastrophes (R. THOM);

» Les bifurcations dues a de faibles perturbations (I. PRIGOGINE);

» Laprolifération des jeux de loto (depuis I’Italie), et surtout le scepticisme dubitatif et
incrédule des Lecteurs des présents exposés.

Le déterminisme est donc pris a partie, et il en reste si peu de nos jours qu’il est peut-&tre
plus sage d’essayer de commander aux aléas qu’aux processus régis par des "lois".

Lorsque les progres ont été dans le sens de la description des aspects physiques de 1’uni-
vers par des formulations, celles-ci "mangent" ou prennent en charge des parties de cet
univers, lesquelles deviennent de moins dues au hasard et doivent plus a des lois. Si
I’espace qui entoure les EAH est mieux connu, certaines craintes dues a I’incertitude
s’évanouissent alors, et les contributions des auteurs des lois déterministes sont les bien-
venues, car ils sont plus rassurants que les demi-dieux capricieux.

Onn’a pas dit, cependant, que 1’¢laboration d’un modé¢le déterministe donnait toujours
de bonnes nouvelles : on pourrait prédire avec une excellente précision actuellement que
dans quelques semaines une trés grosse comete va nous péter toutes les dents de lait.
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Les déviations par rapport a ces lois—ou la périodicité et le degré de répétition ont joué un
role primordial pour engendrer la vision déterministe — sont considérées comme des per-
turbations "surajoutées" au phénomene fondamental, vision qui prévaut encore
aujourd’hui, a juste titre, en théorie des signaux.

Plus récemment, les non-conformités a des lois trop rigides (citées ci-dessus) ne sont pas
nécessairement des rejets des théses élaborées, lesquelles sont bien montrées et compa-
tibles avec les observations réalisables en leurs temps, mais plutot des €largissements des
champs d’investigation, a la fois des objets et des approches pour les appréhender, c’est-
a-dire les décrire et les expliquer, conditions pour ensuite les modéliser.

Il est vrai aussi que la mathématique d’une part, et la théorie des probabilités et la statis-
tique d’autre part, ont faitun long parcours parall¢le, ¢’ est-a-dire sans s’ épauler mutuelle-
ment pour faire face a des problématiques communes. Les remises en cause pour les
raisons évoquées ci-dessus ont contribué a en faire des partenaires, bien que le probabi-
liste distingué soit parfois surpris de la naiveté statistique dans des théses de la physique
de haut niveau...

Caprices de la nature

On dit que tous les gotits sont dans la nature. On ne dit pas ou est le mauvais gotit, mais on
exclut qu’on I’ait en soi.

Il en va de méme pour les hasards: beaucoup de gens se plaignent de leur sort, ou des
sorts qui leur sont jetés, peu se plaignent de leur propre hébétitude. Beaucoup s’attendent
a ce que ce soit leur tour — des que possible, s’il vous plait! — d’étre I’heureux élu de pro-
vidences qui en ont comblé d’autres. Ils oublient que la plupart des heureux événements
arrivent 1 ou on leur a préparé des circonstances favorables plutot que d’attendre que
leurs fruits tombent mirs dans la bouche. Ils oublient aussi que les hasards font des tas
de choses, mais certainement pas la justice.

Laplupart des gens voient encore les événements fortuits comme ponctuels, produits par
une seule éclosion d’un hasard. Cela ressemble aux cas des "malchances", aux "tuiles" —
parfois un coup de bol — alors que méme un systémicien de série C y subodore un pro-
cessus d’interactions sous-jacent. Evidemment, pour ces naifs, la pluie qui tombe pile au
moment ou ils mettent 1’allumette au barbecue renforce leur point de vue.

Les écritures disent qu” ARISTOTE plagait déja la naissance de 1’aléatoire non pas dans les
phénomenes et événements spécifiques —qu’on envisageait déja de comprendre et expli-
quer un jour—mais dans les conjonctions d’événements, les interactions de phénomenes.
Danslesmodélisationsultérieures,onyretrouvelathéoriedelacomplexitéparinteractions,
cequiestévidemmentlégitime, ainsiquel’explicationd’événements parle faitqu’ils sont
enréalité]’aboutissementde scénarios (malencontreux ounon),oude "fautes" résultantde
défauts de coordination ou d’information mutuelle.

Une version moderne n’est plus celle des lois d’une part et des perturbations, des para-
sites, d’autre part, mais le fait que des processus qui ont toutes les apparences du hasard
peuvent étre engendrés dans tous les milieux, méme les plus déterministes a premiére vue.
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Des exemples en sont les suivants:

Des équations engendrant des fractals et le chaos;

Desbifurcations"quasi"imprévisibles,deschangementsdephasesqualitatifsenraison
de faibles perturbations, et bien d’autres aventures associées aux non-linéarités, aux
interactions, aux discontinuités "naturelles";

Des hasards apparents dis a des actions volontaires des EAH dont les conséquences
sont inattendues et trop dispersées pour &tre sans surprise.

Les facteurs naturels

Pour I’observateur, les facteurs qui lui font penser qu’il subit un hasard sont:

Le mode de génération estun processus indéterminé : il est de nature stochastique, mot
issude "stochastikos": "habile a viser", puis "le devin", en grec ancien (le neufne vou-
lantsansdouteriendire,puisqu’onnes’yréférejamais).Cesprocessusstochastiquessont
des suites d’événements engendrés sous I’influence du hasard; ils se sont développés
parallélement aux mathématiques déterministes. Les systémes du hasards devaient
donc étre issus de la rencontre des deux;

1y aune complexité qui dépasse 1’entendement, donc la description immédiatement
observable. La complexité peut étre simplement due au nombre et a la variété;

L’objetpeutétrenon-observable,indescriptible.C’estuneraisonpourlaquellel’associa-
tion s’est faite la premicre entre le chaos et les gaz. Le mot "gaz" est, comme tant de
choses belges aujourd’hui, un mot flamand, introduit par le médecin-chimiste hollan-
dais J.B. VAN HELMONT en 1632 dans son Ortus Medicinae. Il aurait eu le génie de
I’extraire du grec ancien (toujours encore jamais du nouveau) "chaos".

Le fait de "ne pas pouvoir étre résumé" — c’est I’acception courante de "chaotique";

La présence de variables absentes (?) ou cachées.

Cettepropositionavancequ’unecomposantealéatoireaffecteapparemmentunedescrip-
tion ou sa capacité prédictive parce que des variables sont cachées, ne sont pas repé-
rées et donc pas reprises dans la formulation. C’est une des théses citées par A.
EINSTEIN a propos de la théorie quantique, a savoir que sa formulation probabiliste
n’est pas due aux facteurs hasardeux de la nature, mais a sa description incompléte.

Ce dernier point important mérite un commentaire. Bien que son argument soit valide
dansbeaucoup de contextes, il estexplicite dans lesmodeles économétriques, spécifique-
ment dans le mode¢le linéaire de régression multiple:

y:b0+b1X1 +b2 X2 +... +ann+u

Le vecteur aléatoire u, contenant les écarts par rapport a la "loi" b’x, est censé prendre en
charge les effets de facteurs, non décrits par les x;, qui sont trop multiples et volatils pour
étre représentés et, de plus, ils doivent en étre indépendants; c’est donc aussi un cas de
"description incomplete".

Dans ce cas de formulation économétrique, au plus on introduit de variables explicatives
non-corrélées a 100%, ou plus on "mange" la variabilité aléatoire, ce qui soutient formel-
lement la proposition de facteurs absents.
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Cependant, ce faisant, on peut ajouter des facteurs non-pertinents ou redondants. On
peut alors expliquer un ensemble spécifique d’observations mais, par manque de parci-
monie, le modele ne pourra pas étre accepté comme loi de comportement; ce ne sera
qu’une description ponctuelle, un bon ajustement.

Les hasards de Mandelbrot

LespropositionsdeBenoitMANDELBROT (résuméesdansFractals,hasardetfinance,Flam-
marion, 1997) secouent les tenants de la croyance que la maitrise des phénomenes peut
s’obtenir malgré des perturbations et des influences aléatoires et, d’une fagon générale, en
dépit des coups de semonce du hasard.

Dans son ouvrage cité, les fractals sont définis comme suit: « Les fractals sont des objets —
qu’ils soient mathématiques, dus a lanature ou dus a I’homme —qu’on appelle irréguliers
rugueux, poreux ou fragmentés et qui, de plus, possédent ces propriétés a toutes les
échelles». Visuellement, les objets fractals ont donc la méme forme qu’ils soient vus de
pres ou de loin. Il en donne pour exemples les cotes de la Bretagne, un buisson de choux
comestibles appelés "brocoli" et quelques autres.

MANDELBROT semble avoircombiné1’analogie physique, lamathématique, son intuition
et un sens du "spectacle écrit" (ses exposés) pour proposer que le hasard ait trois accep-
tions, qu’il qualifie lui-méme d’"états" du hasard, par analogie avec le solide, le liquide et
le gazeux pourles corps. Ces états sontle hasard bénin, sauvage etlent. Il considere alors la
géométrie fractale comme la "géométrie du hasard sauvage", et du "déterminisme chao-
tique". En effet, son propos est alors le suivant: les "lois du hasard", essentiellement
décrites par les fonctions de densité appliquée a la probabilité (quine serait qu’un cas par-
ticulier de la théorie de la mesure), ne sont valables que pour les processus stochastiques
reconnus, acceptant les comportements moyens et les convergences.

Les appuis en faveur de cette dernicre assertion sont notamment, selon le présent auteur :

* Desrégularités fondamentales supposées de la part de la Nature (et son univers), dont
les comportements peuvent alors étre exprimés par des "lois";

* Des "nécessaires" auto-rééquilibrages, et ’homéostasie des processus subissant des
impulsions. L’homéostasie est définie ici (donc hors de son domaine, I’organicisme)
par la capacité de maintenir, ou recouvrer, un état d’équilibre en dépit d’interférences
pouvant mener a une discontinuité ou a une catastrophe —un changement d’état qua-
litatif, au-dela du quantitatif;

* Lesconvergencesstatistiquesquisontissuesdesexpériencesrépétitivesdansdescondi-
tions homogenes, ce qui implique une stabilité plus grande de la part des agrégats que
de la part des éléments individuels.

La théorie des probabilités adaptée au "hasard sauvage" est chez MANDELBROT moins
développée que sa mathématique. Son exemple dominant est situé¢ dans le cadre de la
bourse, et exploite la fonction de CAUCHY, qui effectivement ne possede pas de propriété
de convergence de I’espérance mathématique, ce que 1’on exposera a la section 6.
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Les aléas de ’artificiel

Le hasard est un générateur de phénomenes et processus a la fois fortuits et inexpli-
cables, quiengendrentdes éventualités qui,aux yeux del’observateur, nonseulement sont
indéterminées, imprévisibles, mais peuvent méme ne pas figurer sur une liste des attentes
possibles. Ces éventualités livrent des issues, des "occurrences", lesquelles sont organi-
sées dans des sous-ensembles pour devenir formellement des événements.

L’origine du hasard est modeste, venant discrétement de 1’arabe "al-zahr", le jeux de dés.
Sublimée par les mythes des (vieux) grecs, cette belle cause est souvent personnifiée; les
événements non maitrisables, de la foudre venant du ciel aux coups de foudre venant du
coeur, sont des caprices des dieux. Ainsi "hazardous" veut dire "pouvant présenter un
danger fortuit" en anglais, ce qui est encore le cas en frangais pour I’adjectif "hasardeux".
C’est pourquoi on a dit (P. VALERY ?) que «le hasard est le pseudonyme que Dieu se
donne quand il ne veut pas étre reconnu pour responsable de ses actes».

Lanotiond’aléa ("coup de dés" en latin, plus prosaique) est en revanche plus proche de la
terre et de I’artificiel. Initialement ¢’ est celle d’unrisque, d’un incident qui peut avoir des
conséquences défavorables, et qui est engendré par des causes fortuites. En frangais,
cette connotation de risque et de pénalité s’est cependant affaiblie et les aléas peuvent
étreattribuésauneinfluenceduhasarddansdesprocessusstochastiquesgénéralementrepé-
rés, qui vont se pointer un peu plus loin dans cet exposé.

Deés lors, on peut parler de I’aléatoire en termes de trois caractéristiques : le courtterme, la
prédiction, la complexité, commentés ci-apres.

a Le court terme

I1 faut convenir de ce que I’aléatoire, surtout lorsqu’il est confronté au déterministe, est "a
trés court terme". Plus précisément, il ne qualifie formellement qu’une seule ou trés peu
de transitions d’état.

Soit donc un processus dans un état donné — qui pour étre défini comme tel doit étre
reconnaissable s’il se reproduit. Un processus est déterministe si, placé dans les mémes
conditions initiales, il aboutit au méme état lors de répétitions. Le "méme état" signifie
que si des écarts sont constatés, ceux-ci ne sont pas significatifs pour le phénomene
considéré, et ne sont dus qu’a des faits marginaux tels que la difficulté d’observation ou a
des signaux perturbés.

b La prédiction

Un processus peut étre déterministe — et méme bien connu —mais de prédiction difficile,
notamment en raison de sacomplexité. Ainsi certains phénomeénes comme ’attraction de
deux corps est tres claire depuis les travaux de NEWTON, I’exprimant le rapport du pro-
duitdes masses au carré de la distance ; cependant ladynamique d’attraction de trois corps
de masse inégale est un challenge de dynamiciens, et de mathématiciens (traité par H.
POINCARE en topologie).

Or des corps, il y en a nettement plus que trois... et certains exultent!
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Il en est ainsi aussi pour des processus engendrant des états chaotiques: de trés faibles
différences paramétriques, ou des conditions initiales numériques trés voisines, peuvent
faire passer le processus dans des états tellement chaotiques (visuellement) qu’ils sont
totalement inattendus compte tenu des précédents. Ils donnent I’impression qu’un vent
de folie a soufflé sur la procédure itérative, laquelle aurait perdu la "raison". L’issue peut
donc étre "apparemment" aléatoire, parce qu’elle est difficile a décrire ou a distinguer.

L’absence de capacité prédictive est donc un critere trés courant, mais certes pas inexo-
rable, du caractere déterministe. De plus, un processus qui donne des résultats inattendus
ou incohérents a cause de phénomenes incontrolés qui I’influencent n’est pas aléatoire
"per se" pour autant; cependant, il serait plus pertinent alors de considérer a la fois le
processus-clef et, disons, cet "environnement turbulent".

Dans ce contexte des processus, I’aléatoire qualifie donc la non-reproduction des transi-
tions d’état sous les mémes conditions initiales. Cela devrait déja étre vrai d’un état a
I’autre, etil n’est pas nécessaire d’exiger que des processus se mettent a errer, ou étre agi-
tés de tremblements qui les déstabilisent, pour les qualifier d’aléatoires.

¢ La complexité

I1n’est point besoin non plus de grande complexité, de variables cachées ou d’influences
fabuleusespour fairedel’aléatoire : il suffitque latransitiond’étatsoitincontrdlable ; ainsi
personne sans doute ne peut gérer I’issue d’un jet de dés normaux fait a bonne distance
de leur terrain d’atterrissage. Ceci dit, le responsable de la transition d’état peut étre
décrit, le processus peut étre résumé par des conventions et mesures, ainsi que par des
bornes de ce qu’il peut faire (par exemple de 2 a 12 pour deux dés). Toutefois, ces issues
restent dispersées sur des réalisations qualitatives, ou sur des valeurs, sur des intervalles
numériques, ou encore sur une variété théoriquement infinie.

Les voies du hasard

Les agents de 1’aléatoire

Lesagents des hasards de1’Univers engendrent des éventualités (les o;) distinguables par
unobservateur,situésdansl’espacedesévénements. Desfoncteursvontenfaireuneapplica-
tion sur un espace plus terre-a-terre, celui des ensembles réels. La Figure 11 en montre un
exemple trés typique: des cigognes, désirant se distraire un peu, se promeénent avec un
bébe au bec au-dessus d’un espace de réalisation formé du jardin des Béguines et du cou-
vent des Bénédictines.

Ilyaaussidanslevoisinage d’autres Congrégations faisantpartiede’ordre des Boréliens.
Eneffet, lesinvestigateurs (de1’évéché ?) intéressés a lachose peuventy installer des cap-
teurs qui font le transfert sur I’espace métrique des réalisations numériques. La, tout sera
compté et on établira des dossiers qui seront transmis a la secte des statisticiens.



Les voies du hasard

Figure 11. Retombées du hasard
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La Figure 12 généralise cette imagerie par laquelle des "agents" forment des ensembles
aléatoires (des éventualités) a partir des ensembles-sources du hasard, dit I’"Univers"
pour ne pas €étre mesquin.

Figure 12. Ensembles hasardeux
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4.2

4.3

Les outputs du hasard

Pourcequiestdessources,c’estfortbiend’étremythomateux, co(s)mique ounaturel, mais
quelle que soit leurs ascendants et leur génétique, les hasards doivent bien de temps a
autre arriver quelque part ou faire quelque chose qui les manifestent. On n’imagine pas
des hasards qui errent deci-dela, dans un univers indifférent, dans des cieux sans dieu,
parmi des hommes extra et terrestres quin’y croiraient pas. En termes de systémique, on
dira que, dans les différens domaines que I’on vient de citer, les hasards engendrent ou
influencentdesprocessus,doncontdesoutputs. Cesoutputsseronticiappelésdeséventuali-
tés, désignées par o; a partir de des a présent, dans la suite et sur la Figure 12.

Le mot "éventualité" désigne ici "tout ce qui peut arriver" de facon fortuite et non maitri-
séepourtouteinvestigationdansuncontextede problématiquedonné . L ensemble global
des éventualités a été¢ désigné par I’Eventuel, de symbole Q.

Les éventualités se particularisent selon les contextes, les habitudes d’auteurs et de
milieux douteux. Par exemple, lorsqu’elles sont issues du monde humain, leur ensemble
est souvent appelé "population" en raison de travaux de la statistique concernant ce
domaine pionnier. Dans ce contexte, la population a la connotation d’un ensemble
dénombrable, mais pas exhaustivement observable; le nombre total N de ses ¢léments
est alors D’effectif total, qui est le cardinal de I’ensemble, c’est-a-dire la population.

On parle de membre pour désigner tout élément de cet ensemble, et tout sous-ensemble
observableissudecettepopulationestunéchantillon,avecl’idéedes’enservircommeson
représentant. Ce vocable est souvent étendu aux autres contextes, et le mot population
désigne courammenttoutensemble qu’étudielastatistique ; parexemple lapopulationdes
pieces fabriquées, ou des échecs scolaires etc. De fagon plus générale, on parle des "élé-
ments de la population" dans le cas du comptage.

Dansle domaine probabilisteissudes jeux de hasard, on parle plus facilementde "cas pos-
sibles", lesquels seront ensuite caractérisés en "favorables" ou "succes", mais on continue
aussi avec des effectifs, des fréquences et autres conventions habituelles.

Enthéoriedesprobabilités,lesexpressionssontplusgénéralesquecellesdelastatistique,qui
enestunbon clientlorsqu’elle abesoin de formulations. L’ensemble des éventualitésn’y
est pas nécessairement dénombrable, et la théorie n’est pas dépendante d’un contexte.
Cet ensemble de tout ce qui peut se manifester dans une problématique donnée, est
appelé1’"Univers", désigné par Q. Dans cet espace des éventualités planent, en attente de
"réalisation", toutes les simulations possibles de 1’univers réel de référence. La Figure 13,
allégée du "transcendant" et des réveries, montre ce peut arriver dans cet Q.

Les ensembles d’éventualités

Soit une population dénombrable €, de cardinal N, formée des éléments o;, i=1,... N.
Tout sous-ensemble de O est appelé un échantillon. Les éléments m; de cette population
ont des attributs qui intéressent I’investigateur. Les attributs intéressants sont portés sur
des ensembles descripteurs par une application S().



Les voies du hasard

Figure 13. Espace des éventualités
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Les ensembles de description donnent un nom et un degré d’appartenance aux
ensembles représentant ces propriétés; soit A un tel ensemble: I’écriture S5 (o) donne le
degré d’appartenance de » a ’ensemble A.

Par exemple, il peut s’agir d’un échantillon de personnes dont I’attribut intéressant est la
corpulence. La propriété peut étre "gros", "maigre" (dont le féminin est "fine"),
"malingre" (dit "mince" au féminin) etc... La description ensembliste serait "A est
I’ensemble des gros", "B I’ensemble des maigres", etc.

Plus généralement, soit]’ensemble Q de toutes les éventualités, pas nécessairement fini a
présent. La convention est d’exprimer le fait qu’il se passe quelque chose dans Q par
I’appartenance d’éléments ®; a 'un ou ’autre ensemble. Pour cela, il faut définir les
ensembles de QQ qui conviennenta la poursuite formelle de I’¢laboration de systémes et
processus dans les milieux du hasard: ce sontdes familles de parties de 2, ¢’est-a-dire des
tribus (ce qui rappelle d’ailleurs I’origine "population").

Ces tribus sont désignées par {S} sur les figures précédentes. Ce sont des étres mathéma-
tiques qui doivent satisfaire aux conditions suivantes:
* S contient Q; donc Q €8S;

* Pour tout ensemble A €8S, le complément de A appartient aussi a S (c’est la stabilité
par rapport au complément);

» S est stable pour la réunion dénombrable: pour toute suite (A;) d’éléments de S:

. NAiE S

1e

Il s’ensuit que la tribu contient:

* L’ensemble vide ¢, puisqu’il est le complément de Q;
» Toute réunion finie d’éléments de Q;
» Toute intersection finie ou dénombrable d’éléments de Q2.
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Dés lors, un espace des éventualités est un couple formé d’un univers et une tribu de cet
univers: {€2, S}. Un événement est alors défini comme un ¢lément de la tribu S.

Lorsque I’ensemble Q est fini, les mémes conditions définissent un "clan", qui est donc
aussi une famille de parties de Q2, plus restrictive dans ce cas. La tribu est un étre mathé-
matique défini comme il vient d’étre dit, mais une autre expression officielle quiy corres-
pond est celle de "o-algebre". Celle-ci est aussi rigoureuse et adéquate, mais il n’est pas
facile d’accepter par des Lectrices impatientes, sinon frétillantes, la relation entre cette
expression et la définition, plus intuitive, des ensembles formés par les éventualités "qui
pourraient se produire".

Lajustification du choix, faitici, de {S} comme symbole de cette famille d’ensembles est
inspirée par son expression de "Sample description space"”, en anglais, ou "sample" signi-
fie "échantillon".

La Figure 14 tente de placer visuellement ces objets et concepts. Elle a aussi I’audace de
placer des zones de "voies dominantes" du hasard, a savoir la statistique, le calcul des pro-
babilités et les processus stochastiques; on y a associé leurs "agents" le plus couramment
producteur de varité aléatoire Cette trinité n’est surtout pas une "distinction"de voies
différentes; elle n’est que didactique et historique de par le contexte, car les recouvre-
ments sont importants et ces voies sont complémentaires.

Figure 14. Dominances des voies
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La voie statistique

Un cas particulier important est la tribu de Bernouilli, qui porte bien son nom du fait que
les BERNOUILLI forment une grande famille de savants et de leurs épouses et belle-meres.

IIs ont inventé 1’appartenance dichotomique, a savoir que la réalisation de ® est dans
I’ensemble A ou n’y est pas. Donc S(®) €A ou €A, le complément de A. La tribu est
donc formée de Q, A, A, et ¢, I’ensemble vide. Une bonne illustration en fut donnée par
une ¢tudiante, a savoir le jet d’un piece de monnaie non biaisée: la réalisation est A si la
piéce retombe pile, A si ce n’est pas pile, Q si elle retombe sur les deux cotés a la fois, et
¢ si elle ne retombe pas du tout.

Une tribu définie sur un ensemble fini est restreinte au clan. On peut définir alors le clan
de BERNOUILLI comme étant une alternative. Avec ce petit engin, on peut développer
toute la théorie classique des distributions de probabilité, et ses fonctions continues si on
peut faire appel a des convergences. Quant au "non-classique", plus récent, on parle de
possibilité, nécessité et sous-ensembles flous, auxquels une section est consacrée.

La voie statistique

L’investigation statistique

L’investigateur "statistique" s’intéresse principalement au repérage et au comptage des
attributs d’une "population" dénombrable (ce qui ne veut pas dire observable exhaustive-
ment) viades sous-ensembles de celle-ci, appelés généralement échantillons. Il considére
une ou plusieurs propriétés, qui peuvent étre de nature soit qualitative, soit quantitative:

» Lefaitpourunélément de posséder (ounon)une propriété qualitative peut s’exprimer
par I’appartenance (ou non) de cet élément a un ensemble défini par cette propriété.
De la sorte, conformément a sa définition, il s’agit d’un événement. Par exemple, le
fait pour un produit d’étre défectueux, ou d une personne d’avoir telle affection ou de
relever de telle profession.

On aura alors S(®) = s;,..., S:

is-+» S selon la variété de proprietés relevées.

+ Silapropriété estde nature quantitative, le méme raisonnement tient, mais I’ensemble
d’appartenance doitalors étre défini dans 1’espace numérique ; dans ce cas, les familles

d’ensemble seront définies parun borélien, ce qui ressemble a une tribu définie par des
intervalles.

On aura alors X(®)=X;,..., Xj,.

.. » X, selon la variété d’états numériques considérés.
Siles éléments de la population ne possédent qu une seule propriété quantitative intéres-
sant I’investigation, on peut associer a cette propriété un nombre réel que I’on appelle la
valeur de 1’¢1ément. Cette application se fait donc de I’ensemble Q sur I’ensemble des
réels, et porte le nom trés logique de valorisation, dont le foncteur est V(), situé sur la
Figure 15.

Une application numérique univoque de ce type est appelée série statistique.
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Ensemble Q

Application
aléatoire v ()

Valeurs

Figure 15. La fonction de valorisation
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Les fonctions de distribution de fréquences

>

* Lenombred’élémentsd’unepopulation finie estappelé soneffectiftotal —disons N. La
fonction de valorisation V() peut fort bien appliquer plusieurs membres de la tribu
sur la méme valeur x;;

* Lenombre de membres pour une valeur donnée de x;, s’ appelle I’effectif partiel de x;;

» L’application de I’ensemble des valeurs x; sur leur effectif partiel est la distribution
(d’effectifs);

» Sil’expression des effectifs partiels est le rapport au total (donc n;/N), elle s’appelle la
fréquence, et I’application des valeurs de x; sur leur fréquence est la distribution de
fréquence. Ces applications descriptives sont imagées sur la Figure 16.

Figure 16. Les applications descriptives
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La voie statistique

LaFigure 17 montre I’application sur I’espace des descripteurs; le domaine étant discret,
ce sont pour I’instant les fonctions de répartition des effectifs et des fréquences.

Figure 17. Les fonctions de distribution
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Les fonctions de répartition de fréquences

a Effectifs cumulés

Soitunesériestatistiquejusquel’indice a. L’effectifcumulé estlasomme des effectifs des
valeurs X; jusqu’a cet indice a (donc ny+ n, +... + n), soit:

Cyng) = 25
b Fonction de répartition d’effectifs

Une fonction de répartition d’effectifs est une application des valeurs x, sur leur effectif
cumulé, soit:

Xy = Z?z 0 = C(xg)
¢ Fonction de répartition de fréquences

La fonction de répartition de fréquences est une application qui se définit de la méme
fagon (via {1+ f, +... + ) en faisant le rapport des effectifs au total N:

xa—>2?‘:lfi = F(x,)

I1 va de soi que, comme 2f;=1,

0<F(x,)<l
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Ces fonctions de répartition sont présentées a la Figure 18. La représentation est simple-
mentcelledescumulsdeseffectifset fréquencesdelaFigure 17,1’ applicationse faisantsur
I’axe (vertical) ou se projette I’espace de description 1’espace de description.

Figure 18. Les fonctions de répartition
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Les descriptions par intervalles

Outre ses qualités descriptives propres, et son emploi fréquent en statistique, la descrip-
tion par classe permet d’aborder de fagon simple et familiere les notions de masse et de
densité. Les séries statistiques présentant de nombreux caracteres distincts sont souvent
décrites ense servantd’unesuite croissante de valeurs (by,..., bj,...bp,...) formantdesinter-
valles ouverts a gauche et fermés a droite.

Toutes les valeurs x du caractére appartiennent a un tel intervalle, disons de ]b;.; a b;],
J=1,...,p.

Dans le cas de statistiques de populations dénombrables, ces intervalles sont communé-
ment appelés des classes, lesquelles sont nécessairement contigué€s et forment une parti-
tion compléte de R.

Les diverses facons de constituer des classes dépendent du propos de I’investigateur,
sinon des options "par défaut" des programmathéques de statistique. Des critéres en sont
I’homogénéité des effectifs, ou des intervalles de méme étendue. Tous les éléments de la
population se projettent sur 'une ou I’autre de ces classes, mais dans ce dernier cas, leur
répartition peut étre trés inégale, de sorte que certaines sont plus "habitées" que d’autres.
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Une concentration des classes est une application par laquelle tous les éléments relevant
d’une classe sont affectés au "centre de classe". Celui-ci est défini arbitrairement, '

milieu" mais le plus courant est de le définir par la moyenne arithmétique des bornes. Ce
faisant, on est ramené au cas précédent pour les effectifs et les fréquences, mais on garde
I’information du "découpage" de I’espace des valeurs —ici la droite réelle pour 1’instant.

Le Figure 19 montre ces projections de I’espace de description sur I’axe vertical.

Figure 19. Descriptions par intervalles
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La densité de fréquence

La fréquence a I’interprétation de "nombre de fois par unité ou intervalle de temps";
donc, comme chacun sait, plus souvent cela arrive, plus c’est fréquent. Dans le contexte
de la statistique, la fréquence est aussi un nombre de fois par intervalle, mais ces inter-
valles sont tout type de valeurs que peut porter la droite réelle, par exemple la taille de
personnes, des revenus, etc. Ainsi, on dira que la fréquence des tailles de I’intervalle ] 170
a 175] cm est élevée — peut-Etre plus que les autres.

Ces intervalles peuvent aussi étre temporels, auquel cas on retrouve donc cet aspect tem-
porel de la fréquence, qui est d’ailleurs celle de toute la théorie des signaux.

Les classes sont des sous-ensembles de la droite réelle, de sorte qu’on retrouve I’espace
deréalisation en tant que famille de sous-ensembles, celle-ci étant la plus simple. Mais la
fréquencen’adesens qu’enrelationavec!’étendue del’intervalle. C’estpourquoi on défi-
nitladensité de fréquence d’une classe c(x, ) parlerapportde lafréquence de cette classe a
son étendue:

f f
d) = g — " &
B -1 o

o o
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Lanotion familiere de densité est celle du rapport d’'une masse a un volume. Cela peut se
transposer ici en considérant I’intervalle de valeur comme un "volume" sur cette seule
dimension, et les f; comme des parts d’'une masse totale de 1 unité. Lorsque le lieu des
réalisations est temporel, comme dans les processus stochastiques, au lieu de densité on
parleplutotd’intensité, laquelleaugmentes’ilyplusderéalisationsparintervalledetemps.

C’est typiquement le cas des processus dits ""de Poisson", qui s’intéressent au nombre de
réalisations d’éventualités par intervalle temps ; une plus haute fréquence donne une plus
grandeintensité duprocessus, parexemplel’intensité dutraficautomobile,’intensitéd’un
écran de télévision frappé par un canon a ¢lectrons. Notons que 1’égale longueur des
classes n’est pas imposée; elle n’est souhaitable qu’a des fins de comparaison des inter-
valles, mais justement cette relativité de la densité lui donne une vertu descriptive trés
générale, qui va se prolonger sur les espaces continus.

La fonction de densité de fréquence ¢(x,,) est définie alors pour tout x appartenant a
I’intervalle d’indice o:

f, f, )
o(x,) = (ﬁ = A—) Vx eb, |,b,],et0hors de I'intervalle
-1

a o a

Les coutumes primitives font dessiner les fréquences associées aux intervalles selon des
"histogrammes". Effectivement cela vient du grec (ancien! Dunouveau, il ne vient rien)
histos qui est un "tissu debout" et gramme signifie des traits graphiques, on devine ce que
sera la représentation. La Figure 20 montre un diagramme de densités de fréquence de
classes, ou les deux premieres sont sur 1’étendue et la troisieéme sur le centre de classe.

Dans ce cas, la fréquence peut s’exprimer par le produit de la densité par la longueur de
I’intervalle, ce qui donne bien la surface portée par I’intervalle. Le raisonnement peut
alors étre le suivant: sil’on veut faire un pronostic sur les appartenances d’éléments a tel
ou tel sous-ensemble (un intervalle en est un), le pronostic de haute fréquence sera celui
de plus haute densité. Dés lors, c’est I’information sur les densités relatives des sous-
ensembles qui est celle qui sous-tend le pronostic d’appartenance. C’est précisément ce
qui se fera avec les probabilités de réalisation d’éventualités.

Figure 20. Densités et fréquences

La fréquence en tant que produit de la densité par I’étendue de I’intervalle
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5.6

La voie statistique

La fonction de densité de fréquence (ou densité "discrete")

Le Tableau 1 est un exemple "concret", comme le veulent les étudiants en gestion. Il
s’agit des chaussures de sport de la marque "Adadas" qui doit équiper les nonnes de
I’ ASLISIGASRH (Association de Sport et Loisirs "Joie et Santé" de I Institut de Gériatrie
d’ Anguille-sous-Roche). Le tableau donne une série d’observations des longueurs de
pieds de 200 nonnettes par intervalles de valeurs d’inégales étendues; les centres de
classes donnent les "pointures". Les lignes suivantes donnent les fréquences ainsi que les
fréquences cumulées (donc jusque "1") pour montrer la fonction de répartition F.

Tableau 1. Tailles des pieds de 200 nonnes

| Waeuispiemeomnomnes ||

Tntervalles 120228 | ]28434] 134 4 36] 136240 | 140450
Etendues b;-b;; 8 6 2 4 10
Effectifs n; 25 60 58 44 13
Fréquences f; 0,125 0,3 0,29 0,22 0,065
Fréquences cumulées I 0,125 0,425 0,715 0,935 1
Densités d; 0,016 0,050 0,145 0,055 0,007
Pointures A-24 B-31 C-35 D-38 E-45

La Figure 21 correspond a ce petit exemple numérique, fait "automatiquement" sur un
tableur sans exprimer les différentes étendues des classes. Ce graphique ne montre pas les
relations fréquences-densités, de sorte que les utilisateurs de ce programme standard ne
ressentent pas ce délicieux feeling de la statistique, 1’ardme de la Figure 22.

Figure 21. Fréquences et densités de chaussures
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LaFigure22, enrevanche, estdessinée spécifiquement, c’est-a-dire en préservant les espa-
cements des intervalles. Elle tente aussi d’imager les différentes densités (qui sont en
ordonnée) en leur donnant des ombrages relatifs. Enfin, les points indiquant les niveaux
de la densité ont été joints pour montrer I’allure de la fonction ¢(x) de densité discréte.

Figure 22. Fonction de densité et aires des fréquences
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Cette notion fondamentale de densité sera reprise dans cet exposé lors des expressions du
potentiel, en particulier celles auxquelles sont associées des mesures de probabilité.

6 Le potentiel et ses descripteurs

6.1 Les heureux événements

Une éventualité aune énergie potentielle, qui estlapropension a entrer dans lemonde réel,
enquittant1’espace virtuel, celui des simulations par lanature ou par la fonction de penser.
L’ensemble des éventualités associées a un theme donné de la nature ou de la pensée
forme alors un potentiel, désigné ici par Q2.

Du point de vue subjectif, donc du sujet confronté a I’incertitude, on ne peut confondre
I’inconnu d’une part et d’autre part I’incertain tel qu’il est traité par les descriptions du
hasard. L’inconnu esticice qu’onne sait pas, ce donton ne connaitpas 1’existence; iln’est
donc pas question que I’esprit en appréhende la potentialité, puisqu’il ne peut en simuler
des réalisations et leur vraisemblance.
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Le potentiel et ses descripteurs

De plus, I’imaginaire ne fait pas non plus partie de I’incertain, car on ne s’intéresse pas a
sa réalisation: ce n’est pas le propos, et ses objets ne sont pas candidats a entrer dans un
"systeme", dans un domaine de la gestion.

Lesdescripteurs dupotentiel ont pour mission d’exprimer les chances que certaines éven-
tualités nous tombent dessus. Pour pouvoir exprimer, comparer, associer ces chances, il
convientd’effectuer des applications sur des espaces métriques. Celles-cidéfinissent des
mesures des propensions des éventualités a se projeter sur I’espace des réalisations.

Selon les multiples thémes et contextes —naturels, artificiels, cosmiques, et j’en passe (a
coté)—leséventualitéspeuventresterindividuelles(ellesrestentdessingletons)ous’assem-
bler pour former des événements. Un exemple simple de singleton est ’'une des faces
d’undé,disonsle"2";unregroupementd’éventualités élémentaires peut tre le faitd’étre
un tréfle (il y en a 13) dans un jeu de cartes normal.

Plus précisément, en 4.1.2, un espace des éventualités a été défini par un couple formé
d’un univers Q et une tribu S de cet univers: {€2, S}. Un événement (tel A;) est donc un
ensemble pouvant étre au minimum une seule éventualité, au maximum tout I’univers
aléatoire, et défini tout simplement comme un ¢lément de la tribu S.

Quand un événement transforme son énergie potentielle en énergie cinétique, il se pro-
jette dans un espace spécialement congu a cet effet, I’espace des réalisations: il est arrivé
quelque chose.

Cetespace desréalisations présente évidemment une grande variété, encore un fois selon
les contextes, les themes, les situations et tout ce qui peut se passer. Certains contextes de
réalisations ont leur vocable spécialisé, comme "résultat d’échantillonnage”, "issue
d’expérience". L’expression "expériencealéatoire" ad’ailleurs été étendue aux processus
dont I’issue n’est pas maitrisée (dépend d’un hasard), que ce processus ait été volontaire-
ment construit ou qu’il se passe naturellement.

Un premier parcours — celui que 1’on suivra ici — concerne donc les applications de
I’espace des événements sur celui de ses réalisations, et des formulations y prendront
placesousles expressions de vraisemblance, possibilité, nécessité, probabilité. Pour pou-
voir utiliser les mathématiques appliquées, les méthodes numériques, on vad’abord défi-
nir un espace qualifi¢ de "probabilisable", a savoir celui des réalisations défini par une
tribu borélienne sur R, désignée ici par B.

Onappelle tribuborélienne sur R la plus petite tribu contenant tous les intervalles ouverts
de I’ensemble R des nombres réels. Ceci implique que B contient:

* Tous les intervalles de R, y compris les intervalles réduits a un point,
» Toute réunion dénombrable d’intervalles.

LaFigure23,d’unerichesseetd’une qualitéexceptionnelles, représente les espaces consi-
dérés (avec un peu de recul) jusqu’a présent; on y retrouve avec plaisir des trucs appris a
I’école et oubliés, cela va de soi, depuis longtemps. Non: on devrait plutdt parler de trucs
enseignés al’école, ce qui n’implique nullement qu’ils aient été appris. Non, ce n’est pas
encore juste: on devrait parler de trucs qu’on aurait dii enseigner a 1’école au cas ou une
ministre aurait congu d’en envisager I’ opportunité politique, et non pas de choses intelli-
gentes ou utiles.
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De toute facon, faire ceuvre de bienfaisance, en politique, ¢’est faire ce qui est bienfaisant
pour sa carriere et sa réélection.

Donc, on disait, la Figure 23, une architecture classique dans son élégance, et moderne
dans ses fonctionnalités.

Figure 23. Les ensembles hasardeux
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6.2 Des mesures de "champ d’incertitude" ?

L’information est définie ici comme absolue lorsqu’elle conduit a une connaissance non-
réversible; I’état qui enrésulte pour le sujetest la certitude. Cette issue peut s’obtenird un
seul coup, par exemple par une constatation incontestable, ou au terme d’un processus
d’apprentissage convergent in fine vers un attracteur stable.
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Une mesure monotone devrait pouvoiraccompagner ce processus, et montrer le sens de la
progression de 1’apprentissage s’il y en a un, et rendre compte de son aboutissement.
Ainsi,onparleradel’entropiepoursuivrel’incertitude,etatteindreuneprobabilitéégaleaun
est un exemple de mesure d’aboutissement.

Ceprocessus d’apprentissage se déroule dans le champ d’incertitude du sujet; celui-ci est
ouvert a des entrées d’information issue de ses "environnements".

Le sujet dispose d un processeur des signaux pour modifier les relations dans ce champ;
tandis qu’il apprend, qu’il change ses degrés de croyance, le champ lui-méme se modifie,
son intensité varie dans les différentes directions de I’incertitude. Un champ est en effet
unobjet épistémique, c’est-a-direrelatifalaconfiguration du savoir aune période donnée
et a un contexte.

Comme "univers des possibles est personnel, propre au sujet en raison de ses capacités
de simulation, on peut lui associer un apport et une évolution de I’ information subjective.
Lesdifférentes descriptionsdel’incertitude dusujetserontdés lors des descriptions deson
¢tat du point de vue de la connaissance.

Celui-cipeut-étrenaturel (parexemplelacrédulité),ouaidéparl’artificiel (parexempleune
logique des prédicats). Lorsque la progression de connaissance du sujet est un processus
sous controle, qui le conduit en quelque sorte vers une éventuelle convergence, on parle
de systeme d’apprentissage. Pour qu’il soit encore plus systémique, on devrait pouvoiren
exprimeruncritéredeperformance ;danslecadredelagestion,uncritérevalableacetégard
estlaprobabilitéd’inversiondeladécisionexplicitéedansl’exposé« VerseDécideurnartificiel »
situ¢ dans le Tome d’Ouessant.

L’expression méme de I’incertitude peut prendre différentes formes, mais elles relévent
de cette méme idée que, vis-a-vis d un sous-ensemble (un élément de la tribu) S de I’uni-
vers Q des possibles, le processeur de 1’agent exerce une sorte de fonction v(S) qui
exprime le degré de confiance qu’il a dans le fait que I’événement S est celui qui prévaut,
ou qui va se réaliser si la situation est prédictive. Ce v(S) est écrit pour vraisemblance,
concept qui peut envelopper différentes expressions de degrés de croyance.

Mais peut-on imaginer une mesure de ce "champ", ou régnerait, sil’on en croit les trou-
badours du hasard plutot que les compositeurs classiques, un potentiel et des ondes? S’il
est vrai que le hasard et I’incertitude ont semé des terreurs et des fantasmes, cela ne justi-
fie pas d’accepter des expressions qui sentent 1’analogie a plein nez. En effet, les mots de
potentiel etc., inspirent de chercher des unités et des instruments de mesure en physique
¢lectromagnétique. Ce sera encore une illusion perdue de la métaphore, de 1’analogie.

Lesunitéscandidatesacettefinsontcellesdel’induction,defluxd’induction,d’intensitéde
champ magnétique; elles demandent touefois toujours qu’une au moins des unités spéci-
fiques de I’¢lectro-magnétisme soit présente. En effet, on pourrait étre tenté de faire
appel a ’'un des deux groupes de mesures ¢€lectriques, caractérisés comme suit:

» Lareprésentation de1’¢lectricité et du magnétisme fondée sur I’approche de I’action a
distance;lesunitéssontalorsclassiquesdusystémeLMT,c’est-a-direLongueur,Masse,
Temps. Elles se rapportent a 1’époque ou 1’on ne disposait que de procédés méca-
niques pour mesurer les grandeurs ¢électriques et électromécaniques;
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» Lareprésentation fondée sur la théorie des champs est associé au développement de la
théorie électrodynamique des champs et des mesures spécifiques a 1’¢lectricité et au
magnétisme: il lui faut alors quatre dimensions.

Le nombre de "dimensions" nécessaires a lamodélisation—donc a la représentation avec
des mesures — d’un systéme physique varie avec la nature de celui-ci:

* En cinématique: 2;
* En mécanique: 3;
* En thermodynamique, photométrie, électrodynamique: 4 — nous y voila donc.

Pour la représentation fondée sur la théorie des champs, il faut par exemple compléter le
LMT par une des unités suivantes si on veut rester en "SI", le Systéme International
d’unités adopté en 1962:

* L’ampere: intensité de courant électrique;
* Le degré Kelvin: température thermodynamique;
* Le candela: intensité lumineuse.

La nature d’un systéme physique est donc définie comme différente d’une autre si le
nombre de dimensions de la représentation est différent. Ces dimensions sont typifiées
commedesqualitésfondamentalesdusystéme ;or,acelles-cisontassociéesdesunitésfonda-
mentales, lesquelles sont qualitativement spécifiques a ces dimensions.

Le passage d’un systeme d’une nature a 1’autre se fait en substituant a une dimension
(donc une qualité fondamentale) du systéme-source la formule dimensionnelle de la qua-
lité dérivée correspondante dans le systeme "destination". Les unités dérivées peuvent
alors acquérir un nom propre dans le nouveau systeme: ainsi la force LMT a pour unité
la dyne en cgs (cm g s'z) ou le newton en (m kg s-2) en systéme MKS etc.

Silepassage d’unités est possible d’un domaine (par exemple I’électro-magnétisme) aun
autre qui en est privé (par exemple I’incertitude), alors les concepts utilisés deviennent
mieuxqu’analogues,ilsdeviennenttransposables.Icionaoséparlerenintensitédechamp"
d’incertitude (et d’information), et en "potentiel" (différenci¢) de réalisation d’événe-
ments.

Voyons ces deux seuls exemples, sinon cela va chercher loin. On aura besoin de:

 R: larésistance ¢électrique (en ohms); I: Intensité ("courant", en amperes);

« Q: larésistance en Ohms; U: tension en volts;

* LMT:la Longueur-Masse-Temps (cm gr sec);

€y : laconstante de champ électrique, soit L'TU !, en farad/métre;

* Mo laconstante du champ magnétique; pour les amateurs, elle est définie conven-

tionnellement par: p = 10747 Qsm!

Alors, I'unité d’intensité de champ électrique (dans le systéme LMTp) est:

E(UEM) ~ L1/2 M1/2 T-2 u01/2



6.3

6.3.1

Le potentiel et ses descripteurs

Dans le méme systeme d’unités (LMTp ), on peut mesurer a présent ce fameux potentiel,
a savoir ici le potentiel vecteur magnétique A:

Il correspond au weber par metre, (Wb m'l) ou le weber est I’'unité de flux d’induction
magnétique.

Dans ces deux cas, on a effectivement eu besoin d’unités spécifiques au domaine de
I’¢électromagnétisme pour construire les unités adéquates. De plus, pour effectuer les
mesures €lectriques, il est besoin de combiner deux procédés, impliquant le potentiel ou
la charge, le courant ou I’induction; comme on n’a pas de "qualité dérivée" correspon-
dante dans le domaine du hasard et des éventualités qui entourent les EAH, onn’apas de
possibilité rigoureuse de transposition.

Cela a pour implication que 1’on ne pourra pas construire une formulation de champ de
I’incertitude, dutemps oudel’information entantque champs de tension ; onne pourrapas
nonplusformulerlapropensionaseréaliserparlamesured’unpotentielderéalisation,enuti-
lisant les unités fondamentales issues du domaine ou elles sont valides pour mesurer ces
notions, a savoir la physique et 1’¢lectromagnétisme. En conclusion, I’analogie formelle
est abusive, car elle n’est pas digne de transposition dans les formalisations; elle doit se
limiter,commel’aexpliquél’exposésur«LaSystémographie»,aaiderlediscours,c’est-a-
dire a étre discursive.

I1 faut alors se résoudre a faire comme Monsieur Tout-le-monde, et faire appel a ce que
les auteurs raisonnables ont construit comme mesures qui permettent des formulations
et des applications numérisé€es de certaines appréhensions de hasards.

La possibilité

Le doute?

Le doute d’un agent augmente avec son potentiel de perception et de traitement de
signaux... son intelligence? Un exemple de taille est celui de René DESCARTES, qui a
méme pris le doute comme point de départ pour devenir intelligent. Dans la vie et le lan-
gage courant, on entend d’ailleurs beaucoup plus d’affirmations péremptoires, non-
conditionnelles, chezles gens peu cultivés: lesrichesses du langage du doute et de la pen-
sée sont souvent paralléles. Il résulte de cet argument que I’agent plus lucide entrevoit
plus de possibilités, s’adresse a un champ plus complexe, et de plus de potentiel d’incerti-
tude.

L’assertion formelledeprobabilité estarbitraire, ousubjective, lorsque son évaluationn’a
pas de référence et ce, pour plusieurs raisons:

* Une premicre raison est qu’il n’y a pas de base de fréquence.

Supposons qu’on veuille assurer la bourgade d’ ANGUILLE-SOUS-ROCHE contre les
tremblements de terre —qu’on y ajamais ressenti de mémoire d’ane : quelle prime ver-
ser, sur base de quelle probabilité?
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6.3.2

Soit a présent qu’on assure la ville de POMPEI, déja toute cassée mais sans tremblote
depuis deux mille ans: la dernicre éruption en fut cependant tellement spectaculaire
que I’on peut s’attendre a une assertion de probabilité subjective plus €levée;

» Une autre bonne question est: dans quelle mesure une événement est-il "aléatoire" ?
Peut-on le dire loin du déterminisme, ou hors de la maitrise d’un opérateur? On
devrait imaginer une distance par rapport au déterminé et certain, comme on mesure
le degré de flou des sous-ensembles par leur distance de HAMMING par rapport aux
ensembles vulgaires.

Une mesure de possibilité

Quand une épouse dit qu’elle est stire d’elle, c’est qu’elle est stire d’elle; quand elle dit
qu’elle est stire de son mari, ¢’est qu’elle est bien stre d’elle. De telles situations sont
parmi les clientes de la théorie des possibilités.

Soit Q un ensemble de référence, et soit S I’ensemble des sous-ensembles ordinaires de
Q ;unévénementestunélémentde S. Dansle chefd’unagent, un événementestconsidéré
commeimpossibles’ilesttotalementexcluqu’il puisseavoirlieu; sinon, il estsimplement
possible, et dés lors il peut prendre place parmi ceux qui peuvent agiter un processus de
conception des choix puis de décision. Dans cette perspective, il est fort utile de disposer
d’un indicateur du degré auquel tel événement est considéré comme possible, ce qui est
I’objet d’une mesure de possibilité.

Un indicateur qui compléte cette évaluation subjective devrait renseigner sur la mesure
dans laquelle un événement est certain. Ce deuxiéme aspect est pris en charge par les
mesures de nécessité.

Unemesure de possibilité [Testune fonction définie surI’ensemble S, prenant ses valeurs
dans I’intervalle fermé [0; 1], et spécifiée par les propriétés suivantes:

(1) TI(D)=0; TI(Q)=1

Pour toute famille de sous-ensembles S, €S,... SjeS,...:

(2) (Vi) 2. S) = Vj=12.. II(5))

La notation V; indique le supremum des valeurs figurant dans la liste. En I’occurrence, la
propriété (2) signifie que la mesure de possibilité associée a une union d’ensembles est la
plus élevée des possibilités de chacun d’entre eux.

Bienentendu, lavaleurII(S;)=0impliqueque Si estimpossible, etII(S;)=1impliqueques;
est "tout-a-fait possible" ce qui est une expression peu heureuse, disant peut-Etre que rien
ne parait interdire d’office qu’il se réalise.

Reprenant le cas angoissant de la course, supposons que Q2 soit I’ensemble des moments
d’arrivée du coureur BINAME par rapport au peloton, les sous-ensembles S; d’événe-
ments considérés étant A : "devant", B: "dedans", C: "derriere". Le A serait obtenu par
exemple avec le dopage, B avec le placebo (qui est neutre quant a la performance), et C
par un crash dans les betteraves.
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Envisageons d’abord deux des S;, disons A et B. Dans ce cas, laregle (2) ci-dessus s’ecrit:

(3) V(AB) e S, TI(AUB) =V {TI(A), TI(B)}

La lecture de (3) est que la possibilité de réalisation de I’un ou I’autre des deux événe-

ments (I’union) est le maximum (V) des mesures de possibilité de chacun d’eux. Dés lors:
Les mesures de possibilité ne sont pas additives.

Soient les évaluations respectives [1(A)=0,4 et [1(B)=0,75. Clairement, la réunion des

événements "devant" et "dedans" a une possibilité de 0,75. On pourrait méme évaluer

que I’arrivée B dans le peloton soit "tout-a-fait possible”, soit [1(B)=1, et les deux autres

0,75 et 0,4 ouce qu’on veut de positif: il est clair que, méme en ce cas d’exclusivité, iln’y

a pas additivité (et d’ailleurs pas du tout d’indépendance).

Les propriétés (1) et (2) n’informent pas sur I’intersection, laquelle est définie par (4):

4) V(AB) eSS, TII(AnB) < A {I1(A), I[1(B)}
Lapossibilitéddd’intersectiondepartiesdeSestdonanajoréepadeplugpetidescoetti-
cientsdepossibilitéassociésachacunedesparties(" A"indiqueleminimum).

(5) Un corollaire de cette propriété est le suivant:
DeuxoplusieursgvénementpeuvenétrpossiblegI1(S;)>0)maideunccurrence

conjointe impossible: I1(S;NS;)=0.

Ainsi, il est possible que le coureur arrive devant, ou derriére, mais pas les deux simulta-
nément, ce dont on se doutait un peu.

A présent, la propriété (5) donne a la mesure de possibilité la propriété de mesure floue :
(6) SiAetBeS,et AoB, alors I1(A) > T1(B)

Les mesures de possibilité sont monotones par rapport a 1’inclusion.

La possibilité de I’ensemble englobant est donc toujours supérieure ou égale a celle de
toute partie. Il va de soi, dés lors, que [T(AUB) > TI(A).

In fine, les relations avec les compléments sont fascinantes. Qualifions de "contraire"
I’événement A€ qui est le complément de A dans S. Dans ce cas:

(7) V(A)eS, soitII(A)=1, soit II(A%)=1

DansunensembleSdepossibilité,unévénementousoncontraireesttout-a-faitpossible.

La relation implique qu’une assertion de possibilité inférieure a 1 sur un événement
implique que son contraire est "tout-a-fait possible".

Ainsi, sil’assertion "le coureur Z va gagner la course", soit IT(A), est <1, alors 1’assertion
"Z perdlacourse" (c’est-a-dire "ne la gagne pas", donc B ou C) est "tout-a-fait possible".
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6.3.3

Distribution de possibilités

Le client de I’information est un étre hésitant qui souhaiterait associer une expression de
possibilité et vraisemblance aux différents états d’une liste gérée par la Providence —
c’est-a-dire le processus supérieur qui gere les circonstances dans lesquelles se déroulent
les processus réels de la vie. Les mathématiciens jouent tout le temps avec leurs parties,
leurs boréliens et autres collections inextricables de sous-ensembles. Le client, quant a
soi, préfere se donner une ensemble-liste d’éléments disons S, de cardinal M et disposer
d’une mesure de leurs possibilités.

En effet, si le cardinal de S estm, il y a 2™ sous-ensembles, donc parties définies, ce qui
revienta devoir définir 2™ coefficients de possibilité pour faire le tour de la question. Une
distribution de possibilite simplifie cela en associant a chaque ¢lement 6; une mesure
I1(6;). Elle répond alors a la définition suivante:

Une distribution de possibilité 7 est une fonction définie sur S, appliquant
ses valeurs dans [0, 1], et satisfaisant la condition de normalisation, a savoir:

(8)  supgesm(0) =1

Sion veut associer une possibilite a tout ensemble de S, il suffit de réunir des 6; pour for-
mer une partie S; et appliquer la propri¢te de la possibilit¢ de I'union, a savoir:

9 V(SpesS, TSy =supges n(6)

C’estdonc une mesure monotone vis-a-vis deI’inclusion, et deés lors elle répond correcte-
ment a la condition des mesures floues. Evidemment, la connaissance de la distribution
permet aussi d’associer une mesure de possibilité a chaque ¢lément. Une exploitation
logique et facile de (9), mais qui n’apparait pas tout de suite via sa formulation, est:

* Soit S un sous-ensemble de Q2,

* et soit qu’il soit tout-a-fait possible que 1’¢lément 6 appartienne a S, donc:
[1(0)=1 v(0) e S

* et soit qu’il soit impossible qu’il n’y appartienne pas, donc:
[1(6)=0 V(0) € S° dans Q.

» Soit d’autres sous-ensembles de QQ, disons A, B... ;

Sur la base de la connaissance du sous-ensemble S auquel 0 appartient, il serait intéres-
sant de faire une assertion de possibilité que 0 appartienne a A, B... dans Q. C’est vite
fait, car la simple logique indique que dans ces conditions:

MA) =1  siANS=.

Si I’intersection est vide (pas d’élément commun avec le "tout-a-fait possible"), alors
IT(A) = 0. Lorsqu’on applique cela aux performances cyclistes de BINAME Joseph, il
boude pendant des semaines. En effet, soient les possibilités de retard suivantes:

» Impossible de gagner plus de 10 minutes: P {]-..., -10]}=0;

* Tout-a-fait possible de gagner jusque 5°, jusqu’a en perdre 15: P {[-5, +10]}=1;

» Impossible d’avoir un retard >20°, car ¢’est le camion-balai et la face perdue. Donc:

P {[20,...[ }=0.
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Le potentiel et ses descripteurs

La Figure 24 montre la distribution de possibilité du retard, sans donner de détails sur les
intervalles non-cités; les segments en pente illustrent la monotonie de la fonction sur les
intervalles inclus. Cette Figure 24 montre aussi la téte que peut tirer un nombre flou.

L’attention des spectateurs est attirée sur le fait que les événements "performance" et
"crash" sont tous deux "tout-a-fait possibles", alors qu’ils ne se recouvrent pas. Ceci
confirme que des événements complémentaires peuvent étre absolument possibles, ce
que n’expriment pas les axiomes de probabilité.

On construit aussi sur les mesures de possibilité des mesures composées et dérivées,
tellesqudedistributionsdepossibilitésconjointesmarginalestconditionnelles Aveaegrets,
ces aspects resteront confiés aux maisons d’édition sérieuses, car ils ne s’imposent pas
dans le parcours présent.

Figure 24. Distribution de possibilité du retard

f(e) Tout-a-fait possible

17
Impossible/ Impossible
| | | | | [ —

0
-10 -5 0 5 10 15 20 25 Retard

Une mesure de nécessité

De ce qui précede, on comprend que le degré de possibilité, et méme le tout-a-fait pos-
sible, ne renseigne pas sur le degré de certitude d’un état, événement — défini par le degré
d’appartenance a un sous-ensemble. On peut donc avancer qu’un événement (S) et son
contraire (S°, son complément) sont tous deux possibles, ce qui laisse perplexe, ou
encore constater que S est impossible, sans pour autant dire grand-chose sur le degré de
certitude — la conviction? — de réalisation de S.

Les mesures de nécessité complétent le tableau. Elles sont fondées sur la possibilité —on
les qualifie parfois de duales de la possibilité —et fournissent un coefficient lui aussi défini
sur I’intervalle fermé [0, 1].

Plus précisément, une mesure de nécessité est une fonction définie sur I’ensemble des
parties de €, s’appliquant sur le fermé [0, 1], et spécifiée par les propriétés suivantes:
* (10) N(©)=0; N(€) =1;

« (1) V(5;.... S € S, N(Mj, .. Sp =infj . N(S;)

On lit donc en (11) que la nécessité de 1’intersection est le minimum des nécessités res-
pectives des ensembles concernés.
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6.5

Les propriétés formelles sont du méme acabit que celles des mesures de possibilités:

» Sil’ensemble A inclut BeS, la nécessité de A =1, sinon elle est nulle;
* Lanécessité de I'union de A et B est: N(AUB) > max {N(A), N(B)}.

Incertitude et dispersion

Les mesures d’incertitude et d’ information peuvent étre construites a partir d une expé-
rience aléatoire binaire, ¢’est-a-dire décrivantle faitqu’un événement A peutavoir lieuou
ne pasavoir lieu: iln’y adonc que deux issues possibles. Soit P {A} la probabilité a priori
de réalisation de A dans le chef du "client" de I’information (disons un récepteur, un
décideur). Lemontantd’informationcontenudansunmessagesignalantquel’événement A
s’est réalisé (la probabilité associée a cet événement devient égale a 1) est une fonction
monotone croissante de 1’écart entre P {A} et 1.

Cette fonction, développée par SHANNON, est I,(1/P), ou I, sera écrit pour le logarithme
en base 2. Ce montant d’information peut représenter 1’effet de surprise du client qui
apprend la réalisation de I’événement. Cette surprise est d’autant plus grande que sa pro-
babilité a priori P était faible, donc que 1/P était plus élevée.

Plus généralement, soit une expérience aléatoire o dont les k issues sont exclusives et
exhaustives, et forment donc la liste Ay,... , Ay, et soit P {A;} la probabilité associée a
I’issue A;. Il est clair dés lors que:

ZiP {Al} =1

Chaque issue possible A; contribue a I’incertitude a concurrence de 1/P;, et a une proba-
bilitéd’occurrencedeP;.Déslors,]’espérancemathématiquedel’incertitudecontenuedans
cette situation aléatoire o peut s’exprimer par (en logarithme de base 2, écrit 1y):

H(o) = Z; P{A} L,[1/P {Aj}]

Cettegrandeurestl’entropie(discréte)decetteexpérience. Ellemesurel’espérancemathé-
matique de I’information contenue dans un message qui signalerait au client qu'une de
ces issues s’est réalisée. Ses propriétés le plus utiles sont les suivantes:

» L’entropie (discrete) est maximale si toutes les probabilités sont égales, donc que la
diffusiondes événements dans|’espaceprobabiliste estmaximale, disonscommecelle
des molécules d’un gaz parfait dans un milieu clos;

* L’entropie tend vers 0 si la probabilité d’une des issues tend vers 1 (devient "cer-
taine"), les autres devenant nulles;

* Elleestdeslors croissante avec le nombre n d’issues (il y a plus de possibilités) etavec
ladiffusion(lesissuessontpluséquiprobables).C’estcenombrend’issuesquicorrespon-
dra au nombre d’états potentiels d’un systeéme dans la version thermodynamique,
source de cette théorie.

On met déja cela dans un coin de la mémoire du Lecteur, car cela explicitera bien des
choses a partir de la section 3.

L’intervalle est donc: 0 < H(a) < l4(n)
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L’entropie estmise en ceuvre dans 1’exposé sur « L’ Information et sa thermodynamique»,
etdes probabilités conditionnelles sontservies par1’exposé « Versle Décideur artificiel ».

Probabilité

Les termes de "probable" et "probabilité" sont génériques dans le langage courant. Le
plus répandu est de dire "c’est probable" lorsque, dans le chef du répondant, il y a plus de
"chances" que cela se produise plutdt que cela ne se produise pas. BINAME va-t-il gagner
lacoursecycliste ? Laréponse "c’est probable" le place quasi comme favori. Le "¢’est peu
probable", en revanche, refléte plutdt une impossibilité tout empreinte de courtoisie.
Ainsi en va-t-il du crédible, du possible, du vraisemblable, etc.

Ces mots ont une signification distincte et bien établie dans la langue frangaise, et leur
emploi judicieux est preuve de raffinement. Mais, comme toujours, le professionnel se
dénote par son langaage précis et chaaatié. Cependant, le probléme est double:

* D’une part, les mémes mots utilisés par des sujets différents n’ont pas nécessairement
la méme signification, et certes pas la méme intensité;

» D’autre part, les mots courants, on peut les dire mais pas en faire des formulations.
On ne peut pas sans ambiguité "calculer ses chances", ou les combiner, les addition-
ner, bref, faire des descriptions stables et des constructions — des systémes? — non
ambigus avec les machins du hasard.

C’estune des bonnes raisons pour lesquelles les notions avec lesquelles on souhaite faire
de telles constructions cohérentes reposent sur une axiomatique. Il en est typiquement
ainsidelaprobabilité. Cettenotiontraduitlapropensionaseréaliser. Onressentbienquece
champ de tension a des intensités varié€es, en ce sens que certaines éventualités ont une
propension plus forte que d’autres a se réaliser.

Cette intensité de la propension peut:

+ Soitrelever du chefde celui qui simule I’univers aléatoire, en parcourant les possibili-
tés par la pensée, — on la dit alors subjective ;

» Soit étre une propriété inhérente au milieu ou au phénomene auquel cette propension
est associée — on la dit alors objective.

Bien siir, certaines propriétés d’éventualistés favorisent leur propension a se réaliser:

* Dans un univers aléatoire fini, si un événement est défini par un effectif relativement
plus ¢élevé, cet événement a plus de "chances" de se réaliser, puisqu’il a relativement
plus de candidats;

» La répétition est aussi un facteur augmentant les chances de réalisation, dans un
contexte de processus temporels;

» Certains événements ont une plus forte propension a se réaliser parce qu’un ensemble
de facteurs sous-jacents y contribuent, mais ces facteurs ne sont pas ¢lucidés;

* Ilyaaussilephénomenedenon-réalisation;ainsi,dansledomaine génétique, toutesles
prédispositions peuvent étre présentes pour retrouver une certaine caractéristique
héréditaire, mais celle-cin’apparait pas, parce qu’ une faible perturbation, due au poly-
morphisme, a fait une dérivation vers une variété. L attendu, "le plus probable" n’est
alors pas réalisé;
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* Enfin, il y a de fortes intensités de la propension a se réaliser qui sont simplement...
comme cela. Il y ades gens qui semblent gagner plus souvent que d’autres aux tombo-
las, aux distributions de pur hasard, donc qui sont comblés ou frappés par le sort. I1'y
aaussi cette infinité de processus naturels qui font apparaitre certaines de leurs issues,
ranimant par leur inattendu les jours sans surprise, les pluvieuses soirées denovembre,
les siestes sans amour et les repas sans vin.

Mais I’inexorable axiomatique est 1a pour tempérer les espoirs de ceux qui attendent des
cadeaux du hasard. Dés qu’elle lui apprendra qu’il a moins de chances de gagner un mil-
lion au Loto que de s’éclater la tronche en avion, le péquenot commencera a se méfier
des caprices de 1’aléatoire comme on se méfiait des coups du sort jetés par les sorcieres.

Bon, onrentre dedans. Une mesure de probabilité estassociée aunespace {€2, T }. Elle est
définie comme une application répondant aux conditions suivantes:
* Ayant pour ensemble de définition la tribu T;
* Ayant pour ensemble d’arrivée ’ensemble R des réels;
» Satisfaisant aux axiomes suivants:
(12) La probabilité associée a un événement quelconque est positive ou nulle:
VA eT, P{A}>0
(13) La probabilité de I’événement certain est égale a 1:

P{Q} =1 donc ' P{A} =1

1

(14) Pour toute suite d’éléments de T disjoints deux a deux, on a:
_ . n
P{UAi} - nlgnoozi pLAil
Lorsque I'univers des éventualités  est fini — la tribu est un clan —1’axiome (14) est plus
facile a lire par son implication, pour deux événements A et B, que:
(15) P{AUB} = P{A}+P{AB} -P{ANB}

Les développements faits a partir des axiomes de définition construisent évidemment la
théorie des probabilités, dont beaucoup d’exemplaires ont été tirés chez des éditeurs
sérieux.

Quelques implications initiales en sont écrites puis dessinées ci-dessous; comme on
atteint alors les limites fixées pour la promenade présente, elles ne servent que de reperes
pour suivre les Voies des maitres errant sur les sentiers probabilistes.

La principale est celle de I’inclusion:
(16) AcB=P{B-A}=P{B}-P{BA} et P{A}<P{B}

Du faitque ¢cAcQ ,ceciimplique, que 0 <P{A}<1
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Deuxdesmesures quiontle plusdesucces sontles probabilités conditionnelles etcelles du
produit. La probabilité¢ de B conditionnelle a A (#¢) et une application définie par:

P{ANB}
P{A}

Une autre lecture de (17) définitla probabilité de I’intersection de deux ensembles A et B:

(17) P{B|A}= V(B e T)

(18) P{ANB} = P{A}P{B|A}= P{B}P{A|B}

L’expression (18) est une des clés du développement de la théorie de I’information (B
"informe" sur A en modifiant la probabilité de réalisation de A); elle est située dans
I’exposé sur « L’Information et sa thermodynamique».

D’autrepart,(18)estaussilaclefduthéorémedeBayes, quifaituntabacdansl’exposésurla
décision dans I’incertitude, du Tome d’Ouessant. On est donc pri¢ de ne pas effacer cette
expression; il vaut méme mieux la tagger sur le mur du voisin.

La Figure 25 tente quelques représentations des expressions (12) a (18); il y est bien spé-
cifi¢ quelessurfaces des ensembles etlaprobabilité associéen’esten principe qu’uneillu-
sion d’optique, la clef étant la densité. Mais une image c’est cela: elle n’est pas
barométrique, c’est encore de la topologie flasque des sciences molles. Le vrai graphique
devrait étre calibré, et I’épure de I’ingénieur doit respecter la géométrie.

Figure 25. Descripteurs de probabilité

Probabilités R Eventualités Exemples Propensions
P(Q)=1 e Q P(BJ|A)=1
P(B)=1-P(B) B / car AcB
P(B) T« B ¥ P(B)=0,65

P(B)-P(A) T AL P

A

PAYle

& c o P(O)=03

P(C|B)=0,10/0,65
=0,0154
0 (ex. AnX) P(CnB)=0,10

Réalisations {/v > } R

numériques

. . . (Les réels)
! Il n’y a aucune relation formelle entre les proportions "visuelles" des ensembles

et leur probabilité de réalisation ; cela dépend surtout de leurs densités en événements
et de leurs propensions a se réaliser. Ce pi¢ge graphique est néanmoins difficile a contourner.
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6.6

6.7

6.7.1

L’apport mutuel des mesures d’incertitude

Comme certains ménages, les mesures de probabilité, de possibilité, de nécessité, de vrai-
semblance et de dispersion ont des relations complémentaires. Celles-ci peuvent étre
synthétisées comme suit:

* Lepointimportant qu’elles onten commun, et qui les spécifie comme mesures floues,
est la monotonicité par rapport a 1’inclusion;

* Lacertitude C(0)dits’il est vrai ou faux que 0 s’estréalisé. Une version subjective de la
certitude est qu’on en est absolument certain si, aux yeux de 1’agent, rien ne peut
empécher qu’il se produise (et que I’information qui I’affirme soit vraie);

* Enthéorieclassique des ensembles, I’appartenance de 0 a S, jig(0), est bien nette, don-
née par une application sur I’ensemble {0; 1} — donc soit appartient a S, soit pas;

* Enthéoriedessous-ensemblesflous,l’appartenancedefaSestgraduelle,etexpriméepar
la fonction d’appartenance ng(0) qui s’applique sur tout I’intervalle fermé [0;1];

» LaprobabilitéP {0} estunemesureassocié¢ealapropensionaseréaliserd’ unévénement,
et s’applique sur I’intervalle [0; 1], avec 0 pour impossible, et 1 pour certain:
« P{S}=1
« VAetVBeStels que AMB=J, P{AUB}=P{A} +P{B}

* Enthéorie des possibilités, lamesure I'1(0) évalue le degré avec lequel I’occurrence de
I’événement 0 est possible. Cependant, elle ne donne pas une direction de la détermi-

nation, puisque si un événement S; (partie de S) est possible, son contraire (S, son
complément dans S) peut aussi étre possible;

» Lanécessité donne un complément d’indication sur le degré de détermination dans un
contexte de possibilité. L’idée est qu’un événement est d’autant plus certain que la
possibilité que son contraire se réalise est faible. Une expression qui convient a cela
est alors, en gardant comme "S" I’ensemble des parties de Q2 ;

(19) VS, €S, N (Sy) = 1-TI(Sy)
Si la relation est a établir a partir de la distribution de possibilité n(0), (19) devient:
(20) VS € S, N (Sy) =NFqcs [1-n(0)].

Onsentquelapossibiliténerenseignenisurlavraisemblance,laquelledemandequ’onpuisse
observer la réalisation (constater le "vrai"), ni sur la certitude.

Variable aléatoire

L’aléa numérique

L’interprétation vulgairede1’expression "variable aléatoire" estcelle d’une variable défi-
nie surun ensemble de valeurs, mais telle qu’on ne puisse pas contrdler saréalisation; elle
se comporte comme si les valeurs qu’elle présente au monde réel, a I’observateur, étaient
engendrées par un processus imprévisible, désordonné ou non élucidé.
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C’estune acception suffisante pour parler d’éventualités définies sur un clan, et traiter de
problémes impliquant des listes finies, des "cas favorables et cas possibles", des propor-
tions observables, les comptages et leur combinatoire. Elle admet la définition d’une
application de 1’espace des éventualités sur la droite des nombres réels, cette derniere
portant la "valeur" de la variable aléatoire, qui par hasard se révele étre celle-1a.

On peut écrire cela X(;)=Xx;, ou X(.) désigne I’application, et x; désigne une valeur réali-
sée lorsque m; se produit.

Cette acception a di étre rapidement généralisée et spécifiée pour pouvoir construire le
calcule des probabilités, dont I’apport principal est celui de pouvoir traiter de composi-
tions de phénomenes et de variables, de sommes, de produits, etc.

Leterme de variable aléatoire pourraitalors étre correctement remplacé par celui d’appli-
cation mesurable, ou, plus explicite encore, d’aléa numérique, disons v(®):

* Dans I’espace aléatoire €2, soit donc la tribu T des événements potentiels;

» Dansl’espace numérique (des nombresréels), soitlatribuborélienne B, c’est-a-dire la
tribu engendrée par tous les intervalles ouverts de R. Elle comprend les réunions et
intersections d’intervalles, et ceux réduits a un seul point. Un élément de cette tribu est
une réalisation borélienne.

Un aléa numérique (ou variable aléatoire) est défini comme:

Toute application de B vers Q telle que 1’application inverse de toute réalisation
borélienne appartienne a la tribu T des événements potentiels.

La Figure 26 présente cette interface entre les éventualités et des valeurs.

Figure 26. Aléas numériques

Q  Eventualités

v(Y)
v(X)
Clan de
A%
77 1 A 7 Bernouilli
Application v (Z A .
inI\)/Erse w & A Variable
\ aléatoire
.. "indicatrice" .
Application Plusieurs
7 dimensions
rIl{uérz;}ésr?(t]il(l):ss { M } B
[X] [Y] [YNZ] [Z] 0 1 Tribu borélienne
R (Les intervalles

Domaine habité par les Boréliens >
des nombres réels)
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6.7.2

6.8

Un petit exemple: soit que Q désigne comme éventualités le fait que le prochain bon-
homme qui apparait de derri¢re le coin de la rue est glabre (®,), barbu (®,), ou mousta-
chu (®,). La tribu va comprendre les éventualités d’indices a, b, ¢, ainsi que 1’événement
formé par {barbeUmoustache}, ce qui donne quatre événements, disons A, B, C, D.

Dans les applications aléatoires, la correspondance numérique entre les aléas et les
valeurs estaffaire de convention. Ainsipar exemple, on peutchoisir1’application {A=1,
B=0,5,C=1,D=2},1’idée ¢tant de "scorer" la touffe de poils. Dans bien des cas, les
conventions sont préétablies; ainsi, les faces des dés habituels sont déja marquées a cette
fin, mais on pourrait fort bien le faire autrement. Ainsi DE MOIVRE (vers 1720), fonda-
teur des fonctions génératrices, a utilisé un dé a dix faces et s’en trés bien sorti.

Structure d’algebre aléatoire

Le fait de définir les variables aléatoires comme des applications numériques — des fonc-
tions, dans les cas courants—alavertude pouvoiren faire des compositions et des transfor-
mations en préservant leur qualité¢ d’aléa. Quelques clefs en sont citées ci-dessous.

Soit donc v(®) I’'image de o sur R par I’application aléatoire v(.); v(Q2) est I’application
issue de ’ensemble aléatoire considéré.

La v, (variable aléatoire) est dite:

» Discrete finie, si ’ensemble v(Q) est fini;
» Discréte infinie, si ’ensemble v(Q) est dénombrable et admet un minorant;
* Continue, si I’ensemble v(Q2) est un intervalle de R non réduit & un point.

Soient u et v deux v,. On montre que les compositions suivantes sont des v,:

* Le changement de variable u(®0)= av(m)+b;
* La bijection numérique u(®)= pv(®);

* Lasomme u(w)+v(m);

* Le produit u(m).v(®);

Cecis’étend aux constructions de méme style faites avec plus de deux variables. En bref,
I’ensemble des aléas numériques défini de cette fagon a, comme annoncé par le titre de
cette section, une structure d’algebre. Dans ce texte, on ne fera flotter que deux bouées sur
cetocéan des probabilités, mais elles sont choisies pour leur importance dans les analyses
desystémesaléatoires :I’espérancemathématiqueetlesconvergences,ainsiquelesmesuresde
probabilité associées a des variables jointes.

Les fonctions génératrices

Les fonctions génératrices et les processus stochastiques sont les fleurons des aspects
aléatoires de la systémique. En effet, ce sont des engins qui engendrent quelque chose; ce
sont des processeurs, bref des foncteurs, alors que les autres notions sont surtout des des-
cripteurs, des "combineurs" et des transformations d’écritures.
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Les premiéres transformées sont nées dans un tripot, lors d’une partie de dés historique
entre Jules CESAR et DE MOIVRE. Franchissant la rue BICON, Jules joua le premier et
s’écria «Alea jacta est! (les dés en sont jetés)». Puis il recommenga et demanda: ¢a fait
combien ?, le mathématicien DE MOIVRE s’en occupa et trouva le moyen d’exprimer les
probabilitésassociéesaux sommesdesvaleursobtenuesenlancantndésréguliers"généra-
lisés" ak faces numérotées de 1 ak, ce quirevienta engendrer les masses de probabilité de
sommesdevariablesaléatoiresavaleursentieres :ceserontlespremieresfonctionsgénératrices
de probabilité.

L’expression(21)ci-dessousdéfinitlafonction génératricedirecte, laquelles’adresse aux
réalisations de variables aléatoires finies entiéres, telles le nombre de "succés", etc.

Q21) D) = P{w(@)=0) -t + P{w(w) =1} -t' + P{v(0) =2} - t*+ ...
Cette expression est plus synthétique sous la forme de I’espérance mathématique (22):

(22) o) =3~

k X
-t = E(t
k:Opk (t)

La série numérique des probabilités p; somme sur 1. Donc, si I’on admet la convention
0<t<1 pour la variable opérationnelle t, la série définie par (22) est convergente.

Ceci correspond donc aux transformées-z présentées dans 1’exposé «Analyse de
processus» . Poursuivantleméme scénario que dans cetexposé (quipréparaitcelui-ci), les
transformées de LAPLACE (1812), puis celles de FOURIER permettent d’engendrer de
fagon univoque toutes les fonctions de densité de probabilité et leurs moments.

Remplacer la variable opérationnelle t ci-dessus par €%, ou s est non-négative, forme la
transformée de LAPLACE:

(23) L(s) = E(e ™)

Silesréalisations x de la variable aléatoire v(®) sont positives entieres, onretrouve facile-
ment la génératrice de DE MOIVRE:

(24) L(s) = E(e™) = P{»(0) = 0} + P{v(0) = I}e "+ P{v(0) = 2}e "+ ...

Ce qui implique la relation suivante entre les deux fonctions génératrices, si s>0:

®(e ) = L(s)

Mais la génératrice L(s) développe les probabilités pour les variables aléatoires positives
quelconques, disons V(®) = X1, Xy,...:

$X,

(25) L(s) = E(e¢ ™) = P{w(0) =x}e ' +P{v(@)=x;}-e '+..

Lorsque s est positive, I’expression (25) est manifestement convergente pour x>0. Si la
variable n’est pas astreinte a €tre positive, I’espérance mathématique (23) peut ne pas
exister — il y a divergence; on fait alors appel a la transformée de FOURIER, également
rendue familiére par I’exposé « Analyse de processus».
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% oniest’imaginaireV-1.

A cette fin, I’expression opérationnelle utilisée est cette fois el

In fine, I’expression générale (26) donne leur vraie esthétique aux génératrices, montrant
simplement leur expression pour une variable possédant une fonction de densité conti-

nue f(x):
26) L(s) = j‘”e*“- F(t)dt
0

Latransforméeinversedéfinitalorsdefaconunivoquelafonctiondedensitédeprobabilité.
Celle-ci,dé¢jaévoquéedanslecasdecland’événements,donnelapropensionaseréalisersur
touslesintervallesdéfinissurlesvaleursréelles. L expression(26) peutmémes’appliquer
aux situations mixtes discrétes-continues, a condition de I’exprimer via I’intégrale de
STIELTJES. Mais pour se faire servir celle-1a, il faut croire a la métempsycose, et se réin-
carner en autre chose qu’en gestionnaire.

Ellepeutaussiengendrertouslesmomentsfactorielspardérivationssuccessives,maisilfaut
laisser un peu de place aux dizaines de bons livres qui s’en occupent, et se focaliser a pré-
sent sur deux de ses retombées sur la systémique.

Les processus aléatoires

SelonE.PARZEN (StochasticProcesses, HoldenDay, 1962, pp. 8, 11et74-75),unprocessus
stochastique est une famille de variables aléatoires v(t), t € T, indexées par un parametre t
variantdansunensembleindicé T. Ladescriptionenappelledéslors]’expressiondelapro-
babilité jointe des v(t), ce quin’esten général praticable que via les fonctions génératrices
(dites aussi "caractéristiques"), dont on vient de tirer un exemplaire.

Il s’agit en chaque point t de décrire v(t) en termes d’une famille de variables alé¢atoires
dontlaloideprobabilitéestconnue.Ilconvientdoncdesesituerdans1’espacederéalisation
associé au phénomene aléatoire concerné; cet espace de réalisation est I’ensemble de
toutes les descriptions de toutes les issues du phénomene géré par le hasard —comme il a
été bien accroché a la section 3.

Le processus aléatoire n’est pas toujours une séquence. Un processus stochastique (avec
PARZEN, p.24) estune fonction de deux arguments, dont ’un est1’indexation et’autre est
la réalisation: {»(t,s), teT, seS}.

Dans les notations de cet exposé, la rédaction de PARZEN correspond a la suivante:

* «Sitest fixé, v(t,.) est une fonction de I’espace de probabilité S ou, de fagon équiva-
lente, v(t, .) est une variable aléatoire;

* D’autre part, pour s fixé (dans S), v(. , s) est une fonction de t qui représente une
observation possible de du processus stochastique {v(t), teT}. La fonction (., s) est
appelée uneréalisation, ouune fonction d’échantillon, du processus. C’estcelle qui est
représentée comme une séquence (ou ensemble) de valeurs ou de symboles dans un
diagramme conventionnel ».

On la choisit, on I’embrasse, on entre dedans, puis on se retire...
C’est la carriére, évidemment.



7.1

Les contrefagons

Les contrefacons

L’aléa synthétique

L’expression « les contrefagons duhasard » estde B. MANDELBROT (op. cit.) . Bienque cet
auteur n’explicite pas ce qu’il entend de la sorte, elle sera récupérée subrepticement ici
pour désigner les fagons de traiter formellement les outputs des agents du hasard qui ont
été cités a la Figure 23 et dans ses environs immédiats. Parmi ces agents on trouvait les
expériencesle€chantillonnageslephénomenesmon-maitriséetesnteractionsrowomplexes
pour étre innocentes.

L’idée estde gérer ces outputs (qui sontdes éventualités, des conjonctions d’événements,
des surprises) avec des instruments adéquats. Apres tout, la statistique mathématique est
la modélisation de la gestion du hasard. De 1’océan de contributions en ce domaine, on
ferasurnagerici deux épaves auxquelles peuvent s’accrocher quelques gestionnaires pri-
vilégiés. Les autres resteront dans les ténébres de 1’ignorance, ou alors ils sont déja éclai-
rés par de bons auteurs, ou bien ils s’en foutent compleétement et on les comprend. Et
d’ailleurs, disent ces dames a juste titre, un "beau ténébreux", ¢a n’éclaire pas loin.

Pourquoi "contrefacon" ? Parce qu’une version de I’expression du hasard est "ce qui ne
peut pas étre résumé". Dés lors, lorsqu’on construit des expressions qui le décrivent sans
lui laisser tout son potentiel d’éventualités, on en réduit la variété, on ne laisse pas aux
agentsduhasardtousleursdegrés deliberté. Ce faisant,onaugmenteles chances de décrire
succinctement ces manifestations et de pouvoir les maitriser en partie.

C’estcettecapacitédedescriptionsuccinctequipermetd’élaborer,degérer,puisdecomman-
der, des systémes soumis a des agents hasardeux, a des bourrasques ou a des perturba-
tions. Les domaines offrant de tels exemples de systémique aléatoire sont aux premicres
loges la décision et la commande aléatoire — qui consomment des descripteurs synthé-
tiques — les processus de commande floue — qui conservent une forme d’incertitude. Elle
est complétée par une problématique plus générale, dite du contrdle adaptatif.

Plus associée a la gestion des EAH, se dessine la gestion intégrée des risques, dans
laquellela version "statistique", ou dite "actuarielle", fait aussi une grosse consommation
de descripteurs de synthése. D’autres approches, plus récentes et qui concernent plutot
lesévénements(graves)occasionnelsquerépétitifs,reléventdelathéoriedupotentieletde
la crédibilité. L exposé « Le Golt des risques» y est consacré dans le Tome d’Ouessant.

Les modes de génération des contrefagons d’aléas synthétiques sont:

* Lesconcentrations(lestendancescentrales—commel’espérance mathématique—etles
parametres de synthése — comme les moments);

* Les convergences (comme la loi des grands nombres, les distributions-limites);

» Lescompositionsaléatoires(décrivantdansuneseuleexpressiondesaléasmultiples,des
conjonctions de variables aléatoires).

Comme les ahuris qui sont incapables de choisir sur un chariot de fromages, on ne pren-
dra qu’un petit morceau de chaque — cela feraune économie de 15 ans et de 10000 pages.
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7.2.1

Les concentrations

Le culte de la moyenne

C’est dans la version du hasard qui semble correspondre au hasard "bénin" de MANDEL-
BROT que se situent diverses voies de prise en charge par des formulations "concentrées"
dans des lois, dont les fonctions génératrices de DE MOIVRE ont donné le ton juste.

Comme dans un bon régime politique, ces lois sont appliquées par le pouvoir exécutif qui
estlastatistique,laquelleestappliquéeasescitoyens, lesstatistiques. Enfin,demémequele
pouvoir judiciaire "dit le droit", ces "lois" de I’aléatoire sont sanctionnées par la rigueur
de la mathématique.

De la, on passe aux régularités et aux convergences, puis a la sacro-sainte moyenne. La
source étant les mesures physiques, le centre d’intérét était d’abord les "lois de I’erreur”,
et la domination des effets du "grand nombre" conduisant a sanctifier la moyenne. Ces
régularités sont notamment trés bien typifiées par les travaux de GALTON et la loi dite
"Normale" qui en est issue:

«[...] Chaque fois qu’un grand échantillon d’é1éments chaotiques sont pris en mains et ran-
gés selon leur ordre de grandeur, on s’apergoit qu une forme de régularité insoupgonnée et
trés belle existait, latente, depuis le début [...]».

(Francis GALTON, Natural Inheritance (traduction de M. ROBERT).

La loi des grands nombres et la loi Normale sont cependant remises en cause lorsque:

* Des comportements sont connectés de telle sorte que I’hypothése d’indépendance ne
prévaut pas (par exemple les acheteurs en bourse);

* Les convergences et homogénéités de distributions initiales ne sont plus valables;

* Destransformations comme la superposition (somme de variables identiquement dis-
tribuées) ne prévalent pas, ou que des perturbations rendent les variables autonomes.

L’espérancemathématique,ainsiquelesconcentrationssurlamoyenne, trouventleurépa-
nouissementchezA QUETELET(dansPhysiquesocialeowessasudedéveloppementdesfacultés
de I’homme). Les travaux de QUETELET sont typiques de cette attitude consistant a expri-
mer un comportement ou un phénomene "général" a partir du comportement "moyen"
issud’un grand nombre, dont les variations sont lissées par I’opération dite en Américain
"Averaging out". QUETELET poussait sa vision des choses jusqu’a reconstruire I’homme

moyen comme étant un personnage objet d’une juste et morale "régulation sociale".

Le théme dominant des "lois des erreurs" se manifeste en décrivant comment les valeurs
observées s’assemblent autour d’une moyenne. La contribution espérée était prédictive :
fournir une estimation des risques pour qu’une erreur de taille donnée survienne. Or,
c’est ce qui a beaucoup changé récemment: les "lissages" a des fins prédictives esca-
motent ces anfractuosités qui engendrent les variétés de comportement.

Comme le montrait MANDELBROT, cela n’apprend rien de décrire la cote bretonne par
une trajectoire lisse, car aucun segment de droite ne donne d’idée sur son extrapolation.
Il en va de méme pour la surface d’un brocoli ou des nuages, mais le modéle des fractals
peut y contribuer.
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Les contrefagons

Cette vision durdle de la "valeur centrale" comme objet type de comportement—n’expli-
quant et ne décrivant rien des écarts — est donc remise en cause par d’autres descriptions.
Cecirestreint donc les possibilités des régulateurs, donc de lacommande, par le faitde ne
pas accepter les convergences €crasant les écarts.

Cette vision peut étre formalisée par 1’opposition entre la distribution Normale et la dis-
tribution de CAUCHY. Alors que la premicre, bien sentie par GALTON, formulée par
EDGEWORTH, et fleuron de GAUSS, est utilisée avec une grande fécondité, celle de CAU-
CHY sert plutot de support formel a la remise en question des abus de la domination de la
Normale. Sources de grands discours, elles ne différent cependant que par un petit para-
meétre a, qui vaut 2 pour la Normale, et 1 pour la CAUCHY. Une petite perturbation, et
voila un autre monde du hasard?

L’espérance mathématique

L’espérance mathématique s’adresse aux variables aléatoires, lesquelles sont aux événe-
ments. Un événement élémentaire est une des issues d’un processus que I’observateur ne
maitrise pas, selon les deux versions suivantes:

* Soit la source est un processus qu’il ne connait pas, et qu’il ne peut donc pas
commander: I’événement est alors une des manifestations du hasard, et on n’y peut
rien;

* Soit il s’agit d’un processus que I’on peut décrire — et méme provoquer, comme
lorsqu’on joue a un jeu — mais dont 1’issue ne peut étre ni prédite avec certitude, ni
obtenue volontairement. Celle-ci est dite aléatoire.

L’espérance mathématique est concernée par la deuxiéme version; elle suppose une
forme de "régularité" sous-jacente, laquelle peut étre masquée, ou méme indistinguable,
étant donné les interférences ou la complexité qui ne permet pas de I’¢lucider. Lorsque
I’ensemble des issues de tels processus peut étre exprimé, méme s’il ne peut étre dénom-
bré, alors on entre dans la théorie des probabilités.

L’espérance E[v(w)]est]’outputd’unopérateur E [.]appliqué aune telle variable aléatoire
simple ou composée, disons v(®). Soit donc A un sigma-champ d’événements sur Q; si
un événement ; se passe, I’application v(®;) en donnera une réalisation scalaire x; dans
I’intervalle V de I’espace réel R.

La définition se fait a partir de la fonction de répartition (donc cumulative), que celle-ci
soit discréte ou continue:

» Lorsquelavariable aléatoire est discréte finie, les fréquences relatives jouent lerole de
poidsdesvaleursassociées. L’espérancemathématiquecorrespondalorsaubarycentre
des valeurs Xx;,... , Xy pondérées par leurs probabilités respectives py,... , pn-

Cette version est celle de la classique expression (27):

27) Elx] =30 pi-x
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* Dans le cas ou la variable est discréte et infinie (N est infini), la notion de barycentre
devient inadéquate, et on demandera que la série soit absolument convergente. La
Figure 27 représente les composantes entrant dans cette définition.

Figure 27. Les composantes de I’espérance
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Dans le cas de variable aléatoire absolument continue, I’expression de 1’espérance est
donnée par I’intégrale (28), si elle veut bien se donner la peine de converger:

(28) E[x] = f” xo(x) - dx

—00

La Figure 28 montre I’intégrande de (28).

Figure 28. L’intégrande de I’espérance mathématique
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Définition générale de I’espérance

Soit ®(x) la fonction décrivant la répartition de la variable aléatoire v(®) sur I’intervalle
numérique réel [-oo, X]. L expression formelle utilisera I’opérateur E, et s’écrira E[.].

00 0
(29) E[x] = jo [k@(x)]-dxfj_qu(x)-dx

Selon cette définition, 1’espérance mathématique demande que les deux intégrales
existent; ce qui n’est pas nécessairement le cas de toutes les fonctions de répartition —on
verra le contre-exemple que présente celle dite "de CAUCHY".

Lareprésentation géométrique est la différence de deux aires définies par les fonctions de
densité cumulées, situées de part et d’autre de I’axe de placé par commodité sur la valeur
0. L’espérance mathématique est le lieu sur ’intervalle [-o0, +o0] indiquant le centre de
gravité de la dispersion de la masse de probabilité décrite par la fonction cumulative ®.

Figure 29. L’espérance mathématique — densité continue
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Une formulation trés 1égére de I’espérance mathématique, valable seulement dans le cas
ou les réalisations sont exclusivement des valeurs positives enticres, est la suivante:

(30) E[x]=P{x>0} +P{x>1} +P{x>2} + ...

Cette formulation (30) est peu familiere, et inattendue car elle ne fait pas apparaitre expli-
citement les valeurs spécifiques (1, 2,...) de la variable. Pourtant, il suffit de développer
chacune de ces probabilités (qui est un cumul) pour obtenir (31) qui convient bien:

(31) E[x] = ZTZOi-P{xZi}

Dans le cas discret, sa représentation est la Figure 30, qui répond mieux a I’intuition que
sa collegue continue.
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7.3

7.3.1

Figure 30. L’espérance discrete
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Une Application de 40 milliards

Soit I’exemple quasi ﬁctlf de LoTO. Celui-cia heu par "tranches", et disons que chacune
de ces éditions fasse 108 ecus de bénéfice sur 10° joueurs. La "perte moyenne" par joueur
par tranche estdonc de 10%.1° espérance mathemathue étant nettement inférieure a I’ uti-
lité, la propension au risque et la perspective d’un gain potentiel élevé mais exceptionnel
peut seule motiver la participation, ce qu’expose la théorie de la décision dans I’incerti-
tude. En effet, les "chances" de ne pas perdre sont les plus élevées en ne jouant qu’une
seule fois, et jouer a répétition, ou "jusqu’a ce qu’on gagne" n’est pas plus malin. Il en va
ainsi, d’ailleurs, pour tous les jeux qui ne sont pas a somme nulle entre les participants.

Les convergences

Les "grands nombres"

Le succes de "loi des grands nombres" est peut-Etre dii a la simplicité de son expression
populaire, quelque chose comme "tend vers lamoyenne". Or, cette loi dit seulement que,
sous certaines restrictions, la moyenne arithmétique non pondérée est un estimateur
convergent en probabilité de I’espérance mathématique. Formellement,

ThE — o e —

- Xi Xil

» Soit € une grandeur positive arbitrairement petite;

* Soientpvariablesaléatoiresxys,...,

espérance mathématique L.

La propriété s’écrit:

lim P{|x —p|<e} =

p—>®

x,quisuiventlaméme fonctiondedensité, deméme
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On a bien lu que les variables doivent étre de méme "loi", d’espérance finie et surtout,
indépendantes. Ces hypothéses peuvent étre maintenues dans certains cas évidemment,
mais la gestion des systémes aléatoires n’y croit pas beaucoup: au lieu d’un "paquet”
d’observations simultanées, elle suit des yeux des processus, et ceux-ci, surtout ceux qui
apportent des événements "innovants" ou parfois dangereux, présentent des associations
de valeurs successives qui contredisent les hypothéses de la loi des grands nombres.

C’estainsiquelavisiondes processus boursiers, leurs séquences etinteractions—ades fins
2

prédictives, on imagine — est tres différente de celle de calculs de rendements "moyens",

surtout sur des périodes élastiques pour attirer des gogos. De méme, les "statistiques"

d’accidents, traduites dans des moyennes, n’engagent pas le gestionnaire du risque, mais

c’estl’intégrationdes générateursd’événements quien formelagestionmoderne, ¢’ est-a-

dire depuis qu’elle écoute quelques systémiciens.

L’inégalité de Chebychev et la convergence

La formulation de I’espérance mathématique fournit immédiatement — sous les mémes
hypotheses — I’inégalité dite de MARKOV avec une constante c:

~ E,
(32) P{x=2c}<—
C
Dans (32), remplagons ¢ par €2, et appliquons 1’inégalit¢ de MARKOV a une variable défi-

nie par z = |x - E,|*. Dé¢s lors, E[z]=s?, la variance de x. Ceci permet d’écrire I’inégalité
de CHEBYCHEV:

[\S}

(33) P{|x-E]z¢} s%

Soit a présent:
k=¢/c

L’expression(33)estalors généralisée, etdevientvalable pourles variables aléatoires tant
continues que discretes:

(34) P{x-E/>ko} <L

k

Les gens ne comprennent pas bien I’expression (32), mais 'utilisent implicitement en
pensant toujours qu’il est "peu probable" que des valeurs fort écartées de lamoyenne (en
nombre de fois I’écart-type) se présentent. Il est vrai que (32) est trés générale, n’étant
réservée a aucune restriction sur le processus aléatoire ou la fonction de distribution. Evi-
demment, si I’écart-type est grand, les bornes proposées sont rapidement trés écartées.

Ainsi, supposons un tire-fesses de 20 places sur la piste de ski. L’espérance de poids des
skieurs est de 75 kg, d’écart-type 10. Donc I’espérance mathématique du poids porté est
de 1500 kg. Le truc est calibré sur 1800 kg, ce qui est confortable, car 1800-
1500=300=30c. L’application de (34) dirait:
P{jx—E =300} <L
2
30
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Le tire-fesse présente donc une probabilité majorée par 1/900 d’étre en surcharge. C’est
pourquoi dans les stations de sports d’hiver, et dans un but évident de conscience profes-
sionnelle, les préposés regardent toujours les fesses des skieuses —et il y en a une sur 900
qui doit rester en bas?

Mais la relation (32), bien que limitée aux entiers, est plus inattendue car elle ne fait pas
intervenir I’écart-type. Ainsi, en travaillant a la pelle, par kg de touriste a la fois, la proba-
bilité¢ qu’un touriste pese plus de 90 kg est:

P{x>90} <
90

La réponse est donc de I’ordre de grandeur de 0,83. Cette relation est peu spectaculaire,
mais elle estutile en systémique car elle donne une certaine aisance naturelle a évaluer les
grandeurs et la vraisemblance des assertions qui les concernent.

En ce qui concerne la gestion des processus, la question qui se pose est le fait qu’il s’agit
bien de variable aléatoire libre. Dans la plupart des systemes gérés, justement, les objets
sontcalibréspouramoindrirlesprobabilitésdemauvaises surprises. Ainsi, lesbagagesdes
voyageurs sont pesés —selon des limites —, les véhicules ont une tare connue etc. Ces dis-
positions se retrouvent typiquement dans la prévention des risques, ainsi que le signale
I’exposé «Les Gotts du risque» du Tome d’Ouessant.

Convergence et Normalité

Bien des gens du peuple statistique se demandent comment dans des fonctions de den-
sité apparaissent des étres mathématiques tels que V12, qui n'ont & premiére vue rien a
voir avec des fréquences et autres étres des comptages, et concernent des cercles et de la
trigonométrie dont on n’a rien a cirer ici.

La réponse est dans les bons livres, et pas ici, mais comme on s’est plaint plus haut des
"contrefagons du hasard", on se doit de donner une petite indication sur la source du
phénomene: c’est encore une affaire de convergence.

Tout part de I’analyse combinatoire construite sur I’espace probabiliste de BERNOUILLI.
Celui-ci considere I’événement A (appelé "succes", on a dit pourquoi) de mesure de pro-
babilité p etson complément A€, de probabilité (1-p). L’interprétation courante est qu’elle
décrit le nombre al€atoire r =1 ou 0 de succes en un nombre n=1 donné d’essais, et pour
une probabilité p donnée de réalisation de A par essai.

Donc, le modéle de base est:

P{rn=1, p}
De 1a, on peut construire les extensions. Par exemple, considérer le nombre d’essais
jusqu’aobtentiondupremiersucces;c’estalorsnl’aléa, etlemodele, ditgéométrique, est:

Pinlr=1, p}



Les contrefagons

Le nombre r de succes en n essais correspond au modele binomial (et pas la "distribution
biennale", comme une copie d’examen 1’a suggéré):

P{rin, p}

Le nombre d’essais jusqu’a obtention du r° succeés est le modéle de PASCAL:

P{n|r, p}

Ces modeles ont leur correspondant continu. Par exemple, on peut considérer cette fois
comme aléa la probabilité p de BERNOUILLI, exprimée via le nombre de succés en n
essais; ceci est évidemment une fonction de densité (appelée la fonction "B") sur [0; 1]
puisque p est une mesure de probabilité, soit:

P{pn, 1}

Dans la méme veine, la densité de probabilité du temps d’attente jusqu’a I’obtention du
premier (ou "prochain") succes est décrite par I’exponentielle négative. Celle du temps
d’attente jusqu’au r° succés est la fonction d’ERLANG, correspondant donc a celle de
PASCAL.

L’argument présent n’est pas de développer ces constructions, mais de signaler que, dans
leur version discréte en nombres entiers positifs, elle s’expriment par les "formules" com-
binatoires, ce qui implique des expressions factorielles, dont I’exemplaire le plus repro-
duit est le coefficient de la binomiale:

r n!
(33) G, r!(n—r)!
Larequéte en calcul pour de telles fonctions arithmétiques peut étre considérable, surtout
lorsque le probléme demande des compositions de telles formules, et aussi lorsque les
parametres (n etr) deviennent grands. En pratique, n correspond a un nombre d’éléments
d’un échantillon, de répétitions dans un processus etc., de sorte que la gageure de calcul
est le plus pertinente.

Aussi, un appel a été fait a une approximation, dite "de STIRLING", qui s’exprime par
(36):

(36) lim n! ~ @ oy (1 N é)

n— o n

Et voila le V27 qui apparait (le 1/12n devient rapidement négligeable). Avec cela, des
gens intelligents ont construit les fonctions de densité telles que la Normale et associées.

Justement, ¢’estlaqu’intervientladeuxiéme convergence célebre, viaune des versions du
théorémeditdelalimite centrale. Cette expressionestissue delapropriétéde convergence
suivante: soit un ensemble de variables al€atoires indépendantes x;, d’espérance p et de
variance o2 identiques; dans ce cas:

2

x,tx,+...+tx
Var[1 2 n}zc——>0
n n

La distribution de cette somme devient donc concentrée sur un seul point, s’interprétant
comme une "limite centrale".
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Lorsqu’une transformation linéaire est effectuée sur une telle somme de sorte que la
variance reste constante, on est sur la voie du théoréme de la limite centrale. Une pre-
miere version en a été présentée et démontrée par DE MOIVRE, et par LAPLACE ensuite;
la version qui tient encore aujourd’hui est dite de LINDEBERG-LEVY, bien qu’on déplore
le déces de ces deux gentlemen.

Lethéorémeditsimplementquetoutesommestandardisée depvariablesaléatoiresidenti-
quement distribuées (ce qui implique méme espérance et variance, non-nulles) a pour
limite la fonction de répartition Normale réduite "/N(0;1)".

Si zp est une telle variable-somme, alors:

2
(37) lim (z,<k) = —I-T/-z Ik exp(:"—)dv
p—>® (2‘II) —o0 2

L’implication est considérable, car les convergences sont rapides et la tentation est
grande d’utiliser la distribution Normale en trop de circonstances.

Lesconvergences sontd’autant plusrapides que les variables entrant dans lacomposition
de la somme ont des distributions simples et peu bizarres. Le record en ce sens est alors
¢videmment I”"uniforme", que 1’on schématise ici sur la Figure 31 sans la paramétrer.

Figure 31. Convergence de la densité uniforme
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Normale N(0,1 TR Somme de
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Somme de Distribution

trois "uniforme

"

uniforme

7.3.4  Lec¢on de morale

L’expression (37) est celle d’un pouvoir totalitaire qui a sévi sur toute la statistique, en
concentrant tout sur la tendance centrale. Beaucoup de phénomenes, en effet, présentent
une complexité de causes et de manifestations qui ne peut étre ¢lucidée, et des lors
I’hypothése maintenue est que leurs réalisations sont la résultante d’un grand nombre de
processus aléatoires identiquement distribués, dont la somme réduite est soumise alors a
la convergence vers la Normale. Les cas en sont tres diversifiés, telles les erreurs de
mesures, les comportements des agents économiques, des grandeurs échantillonnées et
mille autres.
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Seulement, les hypothéses sont beaucoup plus restrictives que les clients du théoréme ne
le croient; combien y a-t’il de variables aléatoires et indépendantes dans un méme
contexte de problématique? Et ces moyennes, existent-elles, et veulent-elles vraiment
dire quelque chose? Méme des "événements" statistiques paraissant spectaculaires
résistent parfois mal a une deuxiéme analyse. Ainsi le phénomene suivant a déferlé sur
tous les médias, tant et si bien que le Journal de Gériatrie de I’ ASLISIGASRH en a parlé:

«Cette année (2004), il y a eu 12 naissances dans la paroisse d’ ANGUILLE-SOUS-
ROCHE (ici: "AsR"), et les 12 sont des garcons!»

A cette annonce, les croquantes et les croquants d’AsR se sont jetés sur leurs tables de la
de la distribution Binomiale (I’expression (31) ci-dessus), et ont lu avec stupéfaction que
la probabilité d’avoir r=0 fille ou encore moins en n=12 essais indépendants "au hasard"
estbornée par 0,000244141 ou, si on préfére, une chance sur 2 12 50it 1/4096. Or, I’insti-
tuteur de statistique a dit qu’on rejette les hypothéses des curés quand les probabilités
d’erreur de premiere espece (il a dit "de la pire espece") sont supérieures a 0,05.

La conclusion est alors de rejeter une des hypotheéses de I’expérience, par exemple le fait
que les essais sont indépendants (il y aurait des "corrélations de ménages" ?), ou alors que
la probabilité de genre, féminin ou masculin, n’est pas de p=0,5. Bref, c’est extraordi-
naire, il s’est passé quelque chose de troublant dans la paroisse en 2004.

Un systémicien qui y prenait son verre a cependant dessiné la Figure 32 sur la nappe en
papier du Café des Sports.

Figure 32. La Nativité d’ Anguille-sous-Roche

(a) Effectifs des naissances
. A
Filles
€ eeve s o T ™ o o ° °
| 000 o o | c °le ° |
Gargonsxx X XX XXXXX X X X XX X t
B <~ — — c - - -~ ->
2003 2004 2005
X X X
x  *xX%x Anguille-sous-Roche
(b) X X

L’Ongle (riviere)

Rubis-sur-L? Ong‘fe
.*‘

Ce qui a amené les remarques suivantes:

* Les effectifs observés de 12 gargons se situent dans I’année civile 2004, c’est-a-dire

dans ’intervalle (B) de1’axe temporel. Sionavait pris les effectifs du 30 juin au 30 juin

(pourquoi pas), ce serait par exemple I’intervalle C, présentant disons 6 filles contre 8,
etlaprobabilité associée ne serait inférieure qu’a 0,143, ce quin’attire pas I’attention.
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Il en irait de méme pour un intervalle de temps antérieur, tel que A sur la Figure 32;

» D’autre part, la forme de la paroisse est montrée dans la partie (b) de 1a Figure 32. Ceci
est d( au parcours de lariviere (I’Ongle) qui la sépare de sa voisine du Sud. Sion met
ensemble les deux paroisses, ou si on en réunit les parties de droite, on a des propor-
tions de naissances tres ordinaires — comme le montre bien la Figure 32;

* Enfin, sil’on considére que trois des garcons d’ AsR sont issus d’une autre commune,
mais venus au monde la parce qu’il y a une maternité, que deux sont issus de familles
ou il y avait déja quatre filles, et qu’un gargon est né dans une roulotte de Bohémiens
qui se rendaient aux Saintes Marie de la Mer en Camargue, on se demande pourquoi
on vient nous bassiner les oreilles avec des statistiques a la noix.

En conclusion sur le role de ces deux points importants de description de hasards dans
les systémes, on ne peut que recommander de poursuivre la lecture du présent exposé,
car c’est a ce genre de "résumés" que s’opposent beaucoup de phénomenes aléatoires
relevant, selon I’expression de MANDELBROT, du "hasard sauvage". La le¢on de morale
estalors quelasystémiquenesignifie pas dutoutde se contenter derégularités apparentes,
deconcentrations etrésumés des manifestationsaléatoires. Aucontraire, les processus qui
sont I’objet de ses analyses sont censés conserver leur personnalité, et méme les caprices
occasionnels de leurs composantes doivent étre adulés comme ceux des stars-pétasses.

Les compositions aléatoires

Variables conjointes

Les agents du hasard ne présentent pas qu’un seul aléa a la fois, tant s’en faut. C’est en
projetantseulementdes événements selon des fonctions aléatoires conjointes surl’espace
des réalisations (numériques) que 1’on devient trés humble en voyant combien la com-
plexité apparaitrapidement... Aussi,onne parleraici que des altercations dans un ménage
de deux conjoints; les ménages a trois et plus donnent de telles partouzes aléatoires qu’il
vaut mieux les confier au... hasard des rencontres.

Soit donc la densité jointe de deux variables aléatoires u et v. La Figure 33 montre des
niveaux différents de la densité de probabilité, certaines zones ombrées plus sombre cor-
respondant a des événements pour lesquels la propension a se réaliser est plus élevée que
lereste de la surface. On voit ainsi une densité assez forte sur (u*, v*). Elle signifie que, si
on distingue un espace de réalisation (donc "par terre", ici, sur le plan u_Lv), le produit de
la densité par ce volume donnera la probabilité associée a cet espace.

Dans tous ces cas, la probabilité associée a un espace de réalisation est la densité fois le
volume. Silaconstitution duvolume peut se faire par compositiondifférentielleduetdyv, il
peut alors s’exprimer par 1’intégration sous la fonction de densité, qu’on écrira:

P{(x,y)dansR} = J.J.f(u, v)dudv
R



Les compositions aléatoires M-65

Figure 33. Imagerie des projections de densités bivariées sur le plan
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Pour un domaine de réalisation a une seule dimension, et numérique, ce serait un inter-
valle, par exemple de {u*-du a u*+du}.

Pour un espace a deux dimensions, cela pourrait €tre R sur la Figure 33, disons un cercle
de rayon 1 centré sur I’origine, formant donc une région définie par u>+v> < 1. Ce serait
comme un green au golf, ou le trou est quelque part dans ce cercle; chercher a atteindre
une telle cible correspondrait a P {x*+y>*<1}.

La densité est donc telle que:
fuv)=1/m si0<u*+vi<1
=0 ailleurs
La densité uniforme 1/ sur le cercle est donc bien conforme, puisque dans ce cas ’inté-

gration sur le cercle est [] ftu,v)dudv=1. Ceci donne donc la probabilité de taper quelque
part, mais n’importe ou, dans le cercle, sachant qu’il est impossible de taper ailleurs.

A présent il faut atteindre le trou, ce qui est d’autant plus difficile qu’il est petit. Si, par
exemple, le trou fait une partie S valant 1/100 de la surface de ce cercle, la joueuse qui
tape "au hasard" en téléphonant, a une probabilité de tomber dedans qui est donnée par:

- (1/(100)”
————-————-————-—L )dudv =L _ous= (u2+V2)1/2S1

1
lJ‘E.du.dV:surt::ceS:J‘J' . =

Voila pourquoi certaines blondes préfeérent taper au hasard sur le green: si elles visent le
trou, elles ne I’auront sirement pas; tandis qu’en s’en remettant au hasard...
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8.2

Une différence de deux variables aléatoires

La section 8.1 s’est terminée ¢légamment par une considération sur les convergences en
donnant le petit exemple de la somme de variables uniformes; obéissant a une inexorable
logique, cettesection 8.2 endonneleurdifférence. Lepropos, toutefois, estévidemmentde
portée plus générale: montrer doucement comment la composition de variables conduit
alacomplexité(quandcelle-cin’estpas"résumée"),etalanécessitéde grader’individua-
lité des processus quand on doit gérer quelque chose de hasardeux.

Formellement, soient deux points choisis au hasard dans I’intervalle fermé unitaire [0, 1].
Soit que les variables soient indépendantes, de méme fonction de densité uniforme:
(38) g(u)=h(u)=1s10<u<l, et=0 ailleurs
La fonction de densité jointe a donc la forme:
39) f(u,v)=1si0<u<letO<v<l

= 0 ailleurs

La signification de (39) au golflapon est la suivante. La région de réalisation, le green du
golf, soit un carré R de coté égal a 1 — donc de surface 1. Soit deux joueurs qui bazoo-
katent au hasard leur petite balle sur le green, de fagon indépendante. La densité uni-
forme sur chacune des régions est donnée par (38) pour u et v.

Quant a la fonction de densité jointe sur la situation des deux balles a la fois, elle est
directement:
flu,v)=1 pour (0 <u<1l)mn(0<u<l
=0 ailleurs
Quelle est la probabilité que les deux balles soient a une distance 1’'une de ’autre infé-
rieure & z? La région de réalisation est donc telle que [u-v|<k. Conformément a

M.DwASS,Probabilityandstatistics NewY orkBenjamin,1970,p. 205 exploitéci-dessous,
cette région est représentée a la Figure 34. Amusant, n’est-il pas?

Figure 34. Région de réalisation et densité

v 4 Surface définie par [u-v|<k f2)a  Fonction de densité de z=|x-y|<k
)
lu-v|<k 1
{ ;
0;0 K u Conforme &: M. DwASS, op.cit. p.205.
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8.3.1

Les compositions aléatoires

La probabilité qui nous intéresse est I’intégrale de la densité sur cette région, soit:

J. J. f(u, v)dudv

(lu-v|<2)

La surface de cette région est 1-(1-z)?. Comme la densité est uniformément 1 sur la sur-
face du carré, cette surface définit aussi la probabilité quiy estassociée, puisqu’il suffitde
la multiplier par 1 pour former le volume; des lors,

P(x—yl<k) = 1-(1-k)> pour0<k<1
Pour obtenir la fonction de densité de la différence, il convient de dériver cette fonction:
dF _ d
dk dk
Le deuxiéme membre est donc la densité qu’il faut intégrer pour obtenir la fonction de
répartition, c’est-a-dire:

[1-(1-2)"] = 2(1-k)

- (1-k)* = jzz - (1-x)dx
0
De 1a on obtient la densité recherchée, a savoir la fonction de densité de la distance
d’ordre 1 entre les réalisations de x et y, qui est bien la Figure 34:
flz) =2(1-z)si0<u*+v2 <1

= (0 ailleurs

Cet exemple naif montre que les compositions d’aléas conduisent trés rapidement a des
résultats qui ne sont pas intuitifs, sinon "surprenants".

La legon a en tirer ici est que dés que 1’on est en présence de plusieurs aléas, leurs com-
portements conjoints dans une combinaison méme trés simple peut devenir chaotique, et
des lors leur description déja, et ensuite leur prédiction, puis leur maitrise, se trouvent
rapidement hors de portée.

Distribution d’un produit et d’un rapport

Le produit et sa transformation

Bien des phénomenes de la vie courantes sont définis par un rapport de deux aléas — par
exemple le "rapport de chances". Ainsi, soient deux parieurs au "turf", dont les "rapports
de chances ("odd ratios") sont respectivement de 3 sur 17 et de 5 sur 29 — cela dépend du
nombre de haquenées en état de marche. Quel est le plus favorisé par la "chance" ?

En fait, le rapport des deux est de 1,023 en faveur du premier, mais qui se soucierait de
ces décimales dérisoires?

M-67

12/12/12



M-68

©cDB

Modgéles de hasards

Plus généralement, soit que les probabilités intéressantes soient engendrées par le rapport
de deux aléas. Soientx et y deux variables aléatoires indépendantes, de fonctions de den-
sité fet g dans la région non-négative. On a rappelé que les probabilités associées a des
intervalles sont données par les fonctions de densité intégrales, mais pour €élucider ce
probleme a présent de facon générale, il faut utiliser le jacobien de la transformation.

On peut partir de la fonction de densité d’un produit qui s’obtient, pour 1/y fini, par:

(40) h(x) = I: (}l’) - f @) -g(y)dy et h(x)=0 dans la région inadmissible.

La région d’un produit de deux variables positives borné est dessinée sur la Figure 35.

Figure 35. Région de réalisation d’un produit borné

A
Yy

0<xy<k

Avec M. DWASS (op.cit. p.241), on peut donc écrire, pour z = Xy:
41) '(xy<k) = P(0<z<k) = Ikdu- le ‘ f(‘-l) - g(v)-dv = r‘h(u) d
0 0V \% 0

On applique ceci a la région R, le carré tel que:

fX)etg(y) =1si0<xety<1

= 0 ailleurs

Dans ces conditions,

fxly)=1 siy>x et 0 ailleurs. Alors:

Iy f(x/y)g(y) = lly si0<x<y<I etO0 ailleurs.

L’application de I’expression (40) est alors immédiate et donne:

|
h(x) = J.o }l/ ~dy = —1,x

Cette fonction de densité (inattendue ?) est montrée ici en bits d’information, ¢’est-a-dire
en logarithme de base 2; on lit d’ailleurs 1 bit d’information sur la valeur x=1/2. On se
rappelle, toutefois, qu’il s’agit ici d’une densité continue et non discrete.



83.2

Densité directe d’un rapport

La fonction de densité d’un rapport de deux variables positive s’€crit:

Ux/y<k} = j

Par un changement de variable (et son jacobien) analogue a celui du produit, on obtient

la densité:

[ re0g(y)dxdy
(x/y)<k

Les compositions aléatoires

h(x) = joooy - f(xy) - g(y) - dy, pour x>0, et 0 ailleurs.

Ceci conduit a la Figure 36.

Figure 36. Densités d’un produit dans le carré unitaire
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Soit que les variables x et y sont réalisées dans un carré unitaire. Lorsque x et y sont de
méme densité 1 sur le carré unitaire, et 0 ailleurs, cela veut dire que les les chances sont
égales sur tous les sous-ensemble de méme surface que 1’on peut prélever sur le carré; de

plus, la probabilité sera proportionnelle a la surface distinguée.

Comme, dans ce carré: y.f(xy)g(y) =y, la densité du rapport est:
00 |
(x) = '[ y- f(xy)-g(y)dy = J. ydy = -si 0<x<1, sinon c’est autre chose.
0 0 :

Amusant, n’est-il pas? La densité du rapport y est une constante!

De plus, ce rapport n’ a pas d’espérance mathématique. En effet,

E@ = I:x(dy)h(x) = ®
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Mais il y amieux. La densité du temps d’attente d’un (heureux ?) événement est exprimée
par une exponentielle négative, f{x)=e™, et il en est de méme pour y, soit f{ly)=e™, pour
des arguments >0 évidemment.

Mais quelle est la densité de leur rapport? C’est plus facile ici, avec cette fois un change-
ment de variable y(1+x)=u:

h(x) = J':yexy~e7ydy = I:y . efY(HX)dy: S 2~J'(:efudu =_1

(I1+x) (1+x)2

Pour les mémes raisons, cette densité (Figure 37) n’a pas non plus d’espérance mathéma-
tique finie, et a présent on va exploiter cette "anomalie" via la distribution de CAUCHY.

Figure 37. Densité d’un rapport d’exponentielles (x=>0)
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Application: la distribution de Cauchy.

On peut entrer dans CAUCHY de différentes fagons. Celle qui est préconisée ici est le rap-
port de deux variables aléatoires Normales réduites. La densité¢ de CAUCHY s’écrit selon
(42), et est représentée par la Figure 37.
42) f,(z) = ;2 pour tout I’intervalle -0 <z < o0

n(l+2z)
On peutd’abord s’assurer qu’il s’agit bien d’une fonction de densité, dont I’intégrale sur
le domaine de définition vaut bien 1. En effet, comme:

t
j ! 2-dx= arctant
01+x
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Dés lors, I’intégrale sur le domaine de définition est bien:

.[OOOOHIXz'dX -7

On va montrer facilement la propriété la plus importante: si xq, x,,... , X, sont des
variables indépendantes dont la fonction de densité est de CAUCHY, (x;+ x,+... + x,)/n
a la méme distribution de CAUCHY que chacune des variables composant la somme.

A cette fin, on utilisera la fonction caractéristique de cette fonction de densité, a savoir sa
transformée de FOURIER, laquelle est unique pour toute fonction de densité, et la définit
unlquement par la transformée inverse. Il suffit de glisser subreptlcement un petit "i"
imaginaire qui généralise la fonction génératrice de LAPLACE, E[e" ] ce qui donne

F[6] = E[¢"]
Appliqué a la densité de CAUCHY, montrée sur la Figure 38, cela donne:

0 0 -0
!elx- 12-d>(=eH
—® 1+x

Figure 38. La fonction de densité de Cauchy
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Donc, cela tient la route. Avec cet engin-1a, on va avancer tres vite. En effet, la transfor-
mée d’une somme de variables indépendantes est le produit des transformées:

F[e] — E[eie(x+y)] — E[eiQX] .E[eiey]

Dés lors (si on se souvient de ce que i*=-1), la transformée de FOURIER de la somme est:

E[eie(x‘f'y)] — E[e-Z\e\]

En remplacant 0 par 6/2 ci-dessus, on lit que:
Fy[xty] 2= el
Dés lors, comme les transformations de FOURIER sont univoques, on lit que la moyenne

arithmétique de deux variables aléatoires indépendantes de méme densité de CAUCHY a
la méme distribution que chacune d’entre elles.

En généralisant I’argument sur n telles variables, on obtient:

Elexp i0/m(x+... +x,)] = (e"e|/n).n = ¢ 10
Ces variables ne peuvent donc avoir la propriété d’ergodicité dont on parle ci-apres.

On montre d’ailleurs que la fonction de densité de CAUCHY elle-méme n’a pas d’espé-
rance mathématique — bien qu’elle puisse donc étre définie par le rapport de Normales,
dont les espérances sont sans doute I’€tre statistique le plus exploité.

En termes de cette distribution, on peut donc écrire:
P{

Comme cette probabilité ne tend pas vers 0 quand n—oo, la "loi des grands nombres" ne
peut étre satisfaite. Il en résulte, par exemple, qu’une estimation fondée sur la moyenne
n’est pas meilleure que 1’'une quelconque des mesures ou observations.

xl+ -I-xn

n

Zz—:} = P(|xi| >€)

L’espérance E(x;) n’existe pas, mais la tendance centrale doit étre zéro puisque la fonc-
tion de densité est symétrique par rapport a cette valeur —qu’elle n’atteint pas, y étant dis-
continue.

Déslors, la "loides grands nombres" qui a fait la statistique populaire, ne s’y applique pas
non plus. La loi des grands nombres dit simplement que la moyenne est convergente en
probabilité. Plus précisément, les variables indépendantes x 1, x,,... x,, de méme espérance
mathématique p de méme variance, et soit € une grandeur arbitrairement petite:

x]+...+x

lim P{
n— o n
Une implication que tout le monde croit connaitre est 1’application a la binomiale. Soit,

dans une expérimentation répétée sous les mémes conditions, que N;(A) désigne le
nombre d’essais dont I’issue est dans A.
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La loi des grands nombres montre que :

Na(A) Zs} =0

n
Ceciseraitunejustificationinitialedelathéorie fréquentielledelaprobabilité P { A} entant
que limite de proportions pour de suffisamment grands échantillons.

~ P(A)

n— oo

(43) lim P{

Processus stochastique et ergodicité

Lapropriété quigereceproblemeexprimépar(43)ci-dessusestcelledel’ergodicité—celle
qui est primordiale en gestion des systémes séquentiels stochastiques, ou elle se com-
prend d’ailleurs le plus aisément (dis-je).

Soit donc g[x(t)], défini sur un ensemble de valeurs x(t), ou le codage est fait par I’argu-
ment t pour indiquer que le truc se passe dans le contexte de s€quences d’événements. Il
est d’ailleurs issu du probléme de la succession d’observations de processus physiques.

Pour cette bréve évocation, on n’aura besoin que des trois descripteurs statistiques clas-
siques, a savoir:

La fonction de densité integrale:  Fy)(x) = P{x(t) < x}

L’espérance mathématique: u(t) = E[g(x(t)] (qui ne dépend pas de t)
La moyenne des réalisations: Mrp = 1/T Zx(t)
La fonction de covariance: C(s,t) = E[x(s) x(t)]

Laquestionrelévedel’inférence : surbasedel’observationd’unsous-ensemble, que peut-
on avancer sur les propriétés "moyennes" de son ensemble-source, lequel est non-
exhaustivement observable ?

Présentée dans le contexte de processus stochastiques, I’observation se fait soit sur un
sous-ensemble discret: {x(t), t=1, 2,..., T}, soit sur un enregistrement d’un processus
continu dans un intervalle borné: {x(t), 0<t<T}.

Les systémes physiques qui possedent la propriété (44):

“44) % ' ZL 1g[x(t)] — E[g(x(t))] pour T—o0

sont dits ergodiques.

Soit alors la séquence de moyennes M pour T croissant (T=1, 2,... en discret). Une telle
séquenceestqualifiéed’ergodiquesilavariancedeséchantillonstendverszérolorsqueleur
taille tend vers 1’infini, ce qui s’écrit:

lim Var[M;] = 0

t—>w
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8.3.5

Ce sont donc les processus dont la variance des moyennes d’observation tend vers 0
quand se poursuit I’échantillonnage qui sont ergodiques. Mais quelle est la condition de
base pour obtenir cette propriété ? Selon PARZEN (op. cit; pp. 73-75), les conditions néces-
saires et suffisantes s’expriment en termes de la fonction de covariance entre les
moyennes atteintes:

C(t) = Cov[x((t), M,)] = %-Z:_lc*(s, t)

La condition est que pour que la variance de My tende vers zéro, il suffit que la limite de
cette covariance soit nulle lorsque t—o0:

(45 lmC(t) =0
t— oo
Ceci est ’argument fondamental auquel veut arriver cette section.

En effet, (45) signifie que lorsque 1’échantillon s’accroit, il y a de moins en moins de cor-
rélation (donc de covariance) entre les moyennes d’échantillonnage M, du processus et la
derniére observation x(t). On pourrait donc lire que la moyenne devient raisonnable, et
ne s’accroche pas a la volatilité de toute nouvelle observation.

C’est justement ce qui ne se passe pas avec la distribution de CAUCHY, et cela parait le
gros souci de MANDELBROT, conduisant a sa proposition de "hasard sauvage". Ce der-
nier ne contribuerait-il pas a éviter un monde sans innovation, ou tout se fondrait dans
des lois, mais a développer une complexité croissante associée a de constantes nouvelles
avenues de volatilité?

Que fait le rapport?

In fine, I’intuition et la formalisation peuvent se rejoindre via le rapport. Soient donc
deux variables aléatoires x ety indépendantes, de distribution X? (chi?) respectivement de
m et n degrés de liberté. Leur rapport a une distribution F avec m, n d.1.:

x/m _

y/n

m, n

Une X? de m degrés de liberté étant la somme de carrés de m variables Normales réduites
indépendantes, il est logique que la Cauchy soit le rapport de deux carrés de Normale.

De plus, six est distribuée Normalement, X? suivra la distribution Gamma avec a=1/2 et
A=1/2.

A présent, comme elle est familiére, chacun peut "voir" des valeurs distribuées selon la
Normale, ainsi que leur dispersion —exprimée en nombre de fois 1’ écart-type par rapport
al’espérance. Quand on fait le rapport de carrés de tels écarts, il peut fort bien arriver que
I’on préleve des valeurs qui soient "loin" a gauche ou a droite de lamoyenne, et les divise
par des grandeurs qui sont proches de zéro: il est dés lors intuitivement raisonnable que
la distribution résultante soit extrémement sensible, et que son espérance mathématique
n’apparaisse pas par convergence.
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9.1

La maitrise du hasard

Déchets

Une référence intéressante a propos de ce dialogue, si 1’on peut dire, entre les distribu-
tionsNormaleetdeCauchyetcellede H.JEFFREYS,(Theoryofprobability, Oxford,the Uni-
versity Press) 1948, p. 244, repris (donc traduit?) par MANDELBROT (op. cit. p.96) est:
«Par ailleurs, I’étude détaillée des erreurs d’observation montre en général qu’elles sont
loin de la loi de CAUCHY [...] Le point de vue du physicien vieux-jeu n’est donc pas
absurde. Il comporte deux parties... dont la premiére est fausse et la seconde exagérée... ».

Transposant cette brillante assertion dans le cas des présents exposés, on aurait:

«L’ouvrage du systémicien vieux-jeu (CdB ?) n’est donc pas absurde. Il comporte quatre
Tomes (Nord, etc.) dont le premier est faux, le deuxiéme exagéré, et... » et les deux
autres?

La maitrise du hasard

Le chanceux est celui qui arrive a tout
Le malchanceux est celui a qui tout arrive.

Georges Courteline

Se fier au hasard?

LLamaitrise du hasard est le privilége supréme d’un vrai grand dieu. Sij’en étais un, c’est
le hasard que je créerais, car c’est le hasard qui s’oppose aux projets, au controle et a la
prise de pouvoir sur des choses qui peuvent ébranler Ma Suprématie. C’est pourquoi, a
défaut d’étre dieu, des esprits trop téméraires tentent — en vain j’espére —d’en découdre
avec le hasard.

Lerapport entre la systémique et cette maitrise du hasard pose alors la question suivante:
«Ou se trouve le monde réel que I’ Homme peut commander ?»

Le monde que I’on peut commander est celui que I’homme a fait pour cela. C’est un tout
petit monde technologique qui a été construit pour pouvoir étre exploité et s’en servir
avecunebonne fiabilité de prédiction desissues des processus dontila faitle designa cette
fin: obtenir des outputs controlés dans des contextes et parametres donnés, et auxquels
seuls on les soumet — donc dont on a la "variété nécessaire" (disait R. ASHBY) pour en
effectuer le contrdle. Ce sont quelques "minuscules univers" qui sont spécifiques a un
contexte, une époque et une tiche donnée, univers auquel cette tache est confiée: ce sont
des systemes.

Mais ce ne sont que des systemes artificiels, "fabriqués" de fagon a se comporter de fagon
déterministe et, s’ils s’en écartent, ¢’est par des aléas que I’on peut contrer soit par des
adaptations, soit en les confiant dans des limites d’homéostasie qui leur permet néan-
moins d’accomplir leur mission.
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Lorsqu’on sort de ces petits univers dérisoires que 1’on a bricolés pour en étre les
patrons, on se trouve confronté, parfois re¢u en audience, par les "maitres du hasard". Ce
sont parfois de bons maitres (ils se font alors appeler Providence), mais ce sont plus sou-
vent des dieux de la nature, dont les caprices de patriciens ne se soumettent pas a nos lois
des aléas dérisoires.

Deplus, onparle de I’univers en expansion, mais son expansion, avance-t-on ici, se ferait
"par I’intérieur", c’est-a-dire par la prolifération de la complexité et des relations. Cette
expansion est peut-&tre plus redoutable que celle que lui attribue la physique cosmique.

Dr’ailleurs, les "maitres apres Dieu", les terriens qui ont voulu controler des peuples et
leurs civilisations, en ont tout d’abord diminué la complexité. Pour mieux établir leur
régne, ils ont commencé par diminuer la variété (par exemple par ’'uniforme, ou les véte-
ments des chinois), les meeurs (telles les conventions japonaises), les relations (la hié-
rarchieaulieudel’interaction), etilsontprivilégiélascience cybernétique surles sciences
parlant de relations humaines.

A défautde pouvoirle dominer, ces orgueilleux croientaussipouvoirinfluencer ce hasard,
ce quin’estdéjapas simal. Il y abien des habitants de la mythologie (et certaines person-
nalités de la Bible) qui disent eux-mémes ou ont acquis la réputation d’y avoir réussi, en
desoccasions exceptionnelles, appelées miracles,dontlachroniqueestfriande. Maisil est
toutefois symptomatique que, lorsqu’ils réussissent, ils appellent cela un "miracle" : cela
veut bien dire que cet exploit est exceptionnel et que normalement ils ne sont pas
capables de le répéter.

e pouvant influencer soi-méme le hasard, certains tentent d’intercéder aupres de ceux
N t infl le hasard, certains tentent d’intercéd d

qui pourraient le faire; ils rétrogradent alors au niveau du Grand Prétre. Celui-ci doit
pour cela se ruiner (ou ruiner les autres) en offrandes, faire (ou plutot imposer aux autres)
des sacrifices cruels, se prosterner en des positions déférentes et humiliantes. Mais, plus
proche du Ciel, et pouvant y lancer des signaux (souvent de la main, comme le séma-
phore), c’est de haut, tout de méme, que le Grand Prétre toise les vulgaires citoyens.

Ces vulgaires citoyens, quant a eux, ne peuvent que solliciter a grands frais les Grands
Prétres de prier ceux qui intercedent aupres de ceux qui peuvent influencer le Hasard, et
de leur faire part des résultats.

Plus bas encore dans 1’échelle, il reste ceux qui n’ont méme pas le droit de les en prier, car
ils n’ont que des axiomes et pas de dogme — ce sont les probabilistes.

Et sous eux, sous leur fumier, sans axiomes, sans dogmes et sans foi, et privés méme de
’oreilled’uneprovidence qu’ilsnient,ilyaceux quel’onméprise, traite d’escrocs de véri-
tés, de faussaires d’opinion, de fabricants de chiffres illisibles et non-crédibles — ce sont
les statisticiens.

[l est faux que «les voies de Dieu sont impénétrables» ; Jésus-Christ, ses poursuivants (de
son ceuvre), et des cohortes de gens de diverses Eglises se sont escrimés a expliquer (2
leur fagon) comment il faut faire (et surtout comment il ne faut pas faire) pour espérer les
emprunter. Mais les voies du hasard, elles, sont d’un acces difficile, car si "le hasard fait
bien les choses", ¢’est tout un art de bien faire les choses au hasard.
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Et il ne faut pas croire au destin tout écrit dans des étoiles; celles-ci sont des stars tres
pudiques et qui ont tellement honte de ce qu’elles offrent aux hommes qu’elles le cachent
derri¢re des couches de nuages. Quelques voyeurs du Destin—qui se font appeler voyants
—les regardent avec d’immenses jumelles, des télescopes qu’ils incrustent dans des cré-
neaux du ciel, crevant la couche d’eau jaune qui baigne la terre.

IIn’y apas lieu non plus de croire a la prédestination des prénoms. Ainsi la grande cour-
tisane, la call-girl des rois et I’espionne batave de luxe, la troublante MATA-HARI, dite
Margarita ZELLE, s’appelait GERTRUDE.

Les voies du hasard et leurs commandes

Comme ces exposés sont tres pratiques et tres orientés vers les recettes au lieu des idées,
voici quelques moyens par lesquels les citoyens peuvent solliciter ceux qui intercédent
pour influencer le Hasard, selon les besoins et les infortunes:

* Pour retrouver un objet, et éviter la contagion: saint ANTOINE;

» Se protéger des accidents de voyage et les intempéries: saint CHRISTOPHE;

* Dans les causes désespérées: sainte RITA;

» Contre une voisine enquiquinante: la photo de saint EXPEDY au-dessus de la porte;

* Pour obtenir un enfant a bref délai (mais apres une bonne sieste au Club MED): faire
la procession de saint MAXIMIN de Le Dorat (56 km);

* En vue de la fortune (par la santé et le travail): santo PANCRACIO;
* Un accouchement moins douloureux: sainte MARGUERITE;

* Pour trouver un mari dans 1’année: caresser le pied gauche du gisant de la rue des
Pierres a Bruxelles. A ce sujet, on sait comment ont disparu les bras de la VENUS de
MiLo: elle flanquait des baffes a ceux qui lui caressaient la fesse gauche pour obtenir
quelque chose que la tradition n’a pas transmis. Lassés des beignes sur la gueule, les
mecs lui en ont coupé les moyens;

* Contre les convulsions: saint GHISLAIN;;

* Pour que I’argent rentre, s’adresser a saint GERARD, mais cela ne concerne que les
péripatéticiennes (une messe dédicacée a cette fin a lieu a Licge le mercredi);

» En Bretagne, invoquer sainte ANNE contre la pauvreté, saint BENOIT contre les mélé-
fices et la fievre, saint FIACRE contre les hémorroides, saint FRANCOIS pour préserver
de la peste, saint GEORGES contre les maladies de la peau; les spasmes sont écartés
par saint Jean, les voleurs par saint NICOLAS, les morsures de serpents par saint PAUL,
et la réussite en affaires est affaire de saint PIERRE.

* Obtenir des vents favorables: sacrifier sa fille (IPHIGENIE, fille d’ AGAMEMNON);
* Obtenir un destin exceptionnel: sacrifier son fils (ABRAHAM va trucider ISAAC);
» Se refaire une santé: faire trempette avec Notre Dame de Lourdes;

* Enfin, on peut conjurer le mauvais sort en touchant du bois, et mettre 1’aléa de son
coté en croisant les doigts, mais dans ces cas il faut surtout éviter les saints STATISTI-
CIEN et SYSTEMICIEN...
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